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Motivation

ÅScientific computing management remains challenging

ïwŜǎƻǳǊŎŜ ƳŀƴŀƎŜƳŜƴǘΣ Řŀǘŀ ƳŀƴŀƎŜƳŜƴǘΣ ǎƻŦǘǿŀǊŜ ŘŜǇƭƻȅƳŜƴǘΣ Χ

ÅVirtualization, application containers, and infrastructure 
automation can mitigate deployment and execution complexity

ÅHowever, in scientific computing app containers are not used to 
their full potential

ïMainly as a means to provide user-defined software



Objectives

ÅDiscuss benefits of application containers in scientific 
computing

ÅDemonstrate on two case studies:

ïOnedata: scientific data management

ïHyperFlow: scientific workflow management

ÅHow to improve support for application containersin 
computingcenters? 



Containers and containerorchestration

https://devopscube.com/wp-content/uploads/2016/09/kubernetes-architecure.png

Container management software
Kubernetes, Mesos, Docker Swarm

Hosted container management platforms
Amazon ECS/EKS, Google Kubernetes Engine

Serverless container management
Amazon Fargate, Google Knative



Benefits of application containers 
for (scientific) computing

ÅDevelopment

ïConsistent runtime environment 
(easier testing and debugging)

ïComponent re-use and built-in 
versioning

ÅDeployment

ïSandboxing and portable 
deployment across machines and 
computing infrastructures

ïRuntime environment in the 
container rather than host machine

ÅExecution

ïBetter resource utilization

ïIsolation

ïEase to achieve high scalability of 
scientific application components

ïLightweight virtualization and lower 
runtime overheadcompared to 
VMs



SCIENTIFICWORKFLOWMANAGEMENT SYSTEM
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Scientific workflow management in HyperFlow

Programming

ωInfrastructure-
independent 
workflow
description

Planning

ωMap workflows to 
computing 
infrastructures

ωPossible hybrid 
deployment

Provisioning

ωCreate required 
infrastructure 
resources

ωDeploy workflow 
WMS and 
application 
software

Execution

ωRun workflow(s) 
on the provisioned 
infrastructure

ωScale the 
infrastructure if 
needed

Teardown

ωDestroy created 
resources

Virtual
machine

Cloud
function



HyperFlow WMS
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ONEDATA

EVENTUALLY CONSISTENT VIRTUAL

FILESYSTEM FOR MULTI-CLOUD

INFRASTRUCTURES
CYFRONET AGH



WHO WE ARE?

ÅGroup of developers bringing hybrid cloud  open source platform to life

Å5+ years devoted development

ÅOur main goal is:

ï to deliver data management platform for large scale and distributed problems

ï to make the solution decentralized and eventually consistent in order build a mesh of data sources 

ï to deliver virtual file system for hybrid cloud

ÅThe work is supported by:
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ONEDATA FORONEWORLD
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CAPABILITIES OF ONEDATA

Multi -ǇǊƻǘƻŎƻƭ ǘǊŀƴǎǇŀǊŜƴǘ ŀŎŎŜǎǎ ǘƻ Řŀǘŀ άώΧϐ ōǳǘ ǿŜ ǿŀƴǘ th{L·έ

Heterogeneity of storage technologies

Block data access

Easy Data Sharing and publication (DIO)

Metadata Management Integrated with Data Management Platform

Flexible authentication and authorization

Easy integration using API with external services

High-throughput data processing
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MULTI-PROTOCOL TRANSPARENT ACCESS 
[Χ] BUT WE WANT POSIX

ÅTransparently access and create data 
in multi-cloud environments

ÅCare less about data locality, all your 
data are accessible wherever you go

ÅSupport for most of the POSIX 
operations on globally distributed 
virtual file system

ÅAll data accessible via a unified file 
system mountable  on virtual 
machines, Grid worker nodes and 
containers
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BLOCK DATA ACCESS

Å File distribution between 
storage locations is 
underneath the file structure

Å Files management on a chunk 
basis 

Å Missing chunks delivered on 
the fly

Å API for file management for 
pre-staging and 
implementing external data 
policy management
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