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Mm Motivation
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A Scientific computing management remains challenging
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A Virtualization,application containers and infrastructure
automation can mitigate deployment and execution complexity
A However, in scientific computing app containers aot used to
their full potential
I Mainly as a means to provide usegefined software




lll“lﬂ Objectives
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A Discuss benefits of application containers in scientific
computing

A Demonstrate on two case studies:
I Onedata scientific data management
I HyperFlow: scientific workflow management

A How to improve support for applicatiorontainersin
computingcenters?



Mmm Containers andantainerorchestration
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An ocean of

i=“ ._11 user containers

Container management software
Kubernetes, Mesos, Docker Swarm
Kubernetes Hosted container management platforms
Master Amazon ECS/EKS, Google Kubernetes Engin
Serverless container management
AmazonFargate GoogleKnative

Node Node Node

Scheduled and packed
dynamically onto nodes

https://devopscube.com/wpcontent/uploads/2016/09/kubernetesrchitecure.png
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A Development

T Consistent runtime environment
(easier testing and debugging)

I Component reuse and builin
versioning
A Deployment

I Sandboxing and portable
deployment across machines and
computing infrastructures

T Runtime environment in the
container rather than host machine

“m Benefits of application containers
AGH for (scientific) computing

A Execution

Better resource utilization
Isolation

Ease to achieve high scalability of
scientific application components

Lightweight virtualization and lower
runtime overheaccompared to
VMs



S HyperFlow
SCIENTIFMJORKFLOWIANAGEMENT SYSTEM
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ﬂlmm Scientific workflow management HyperFlow
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HyperFlow WMS
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ONEDATA
EVENTUALLY CONSISTENT VIRTUAL

FILESYSTEM FOR MULTI-CLOUD
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ulmm WHO WE ARE?
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A Group of developers bringing hybrid cloud open source platform to life

A 5+ years devoted development

A Our main goal is:
I to deliver data management platform for large scale and distributed problems
I to make the solution decentralized and eventually consistent in order build a mesh of data source

I to deliver virtual file system for hybrid cloud
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ONEDATAORONEWORLD
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“m CAPABILITIES OF ONEDATA
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Heterogeneity of storage technologies

Block data access

Easy Data Sharing and publication (DIO)

Metadata Management Integrated with Data Management Platform

Flexible authentication and authorization

Easy integration using API with external services

Highthroughput data processing



" MULTHPROTOCOL TRANSPARENT ACCESS
[X] BUT WE WANT POSIX

A Transparently access and create datdffy ONZ)ATA
in multi-cloud environments

A Care less about data locality, all your

data are accessible wherever you go ~ |
Root directory

‘ﬂ‘ ASTRONOMY .. FILES

E jupiter.dat [&

A Support for most of the POSIX o 5 e
operations on globally distributed
. . % B venusdat
virtual file system e .
A All data accessible via a unified file
system mountable on virtual

machines, Grid worker nodes and =
containers e




File distribution between
storage locations is
underneath the file structure

Files management on a chunk
basis

Missing chunks delivered on
the fly

API for file management for
pre-staging and
implementing external data
policy management

BLOCK DATA ACCESS
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