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Motivation

 need for a solution to detecting article-bound errors in texts in English 

 self-trained - based on a given dataset

 collecting statistics

 providing the user with a simple graphical interface

 use Recurrent Neural Network for solution implementation

The process of finding article-bound failures was divided into three parts:

 process and split the input data into separate tokens using the NLTK tool, 
breaking an input sentence into a list of words and punctuation marks

 use LSTM Neural Network to calculate the probability of error for each token 

 present results via a user-friendly and simple graphical interface

Solution



We invite you to get 
acquainted with our poster 
which contains a detailed 
description of our research 
and proposed solution.
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