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Global, scientific data access in e-science

User requirements

Onedata – a powerful data globalization system

Global data access



Distributed user dataDistributed user data

onedataonedata

Globally unified data space in onedataGlobally unified data space in onedata



Globally unified data space in onedataGlobally unified data space in onedata
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Efficient Access to data 

without need to migrate 

it before procesing



Straightforward support for groups and file sharing



onedata architecture



Effective load balancing in a cluster of nodes:

Scalability

High availability

Addressed problem

Efficient resource utilization

Bottlenecks avoidance



Level I: DNS

Integrated with the cluster

Distributes load among interfaces

Elasticity in case of node overload or failure

Level II: Request dispatcher

Reacts to load fluctuations

Handles edge cases

Is either one not enough?

Two-level load balancing



Two-level LB at work
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Test setup

Requests:

short (quick responses)

long (computationally requiring)

heavy (lots of network I/O)

Test cases:

Round-Robin (for reference)

DNS

Dispatcher

DNS + Dispatcher



Test results – long & short & heavy
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very long requests
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Test results - dispatcher



Two-level load balancing was successfully 

implemented and has proven a viable solution

It combines best features of the two approaches

The overheads do not have impact on the 

performance of the whole system

onedata can rise up to challenges of global data 

access

Conclusions



Thank you

onedata homepage: http://www.onedata.org

VeilFS in PLGrid: http://www.veilfs.plgrid.pl


