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Performance and quality of method for short text similarity algorithm based on edit distance and thesaurus

About the Levenshtein distance
 The Levenshtein distance between two strings is equal to the minimum number of insertions, deletions
and substitutions of chars required to change one string into the second one.
 The algorithm creates a matrix where its last element states as the solution.

Levenshtein distance algorithm is described by the formula:
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where:

– symbol for the iteration, for i = (1, ..., N),

d – matrix sizes N+1, M+1, made from two terms,
N, M – length of two terms,
d(i,j) - (i,j) – element of matrix d,
min – function returns minimum of two variables,
ß – variable that gets values: 0 or 1,
a(i) – i – element in string of term a,
b(j) – j – element in string of term b.

Levenshtein distance K is a minimum number of operations 
(insertion, deletion, substitution) required to change one term 
into the other.

K = d(N,M)
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Fig. 1. Example of Levenshtein matrix



Performance and quality of method for short text similarity algorithm based on edit distance and thesaurus

Details of a problem:
 terms coding based on Levenshtein
distance and thesaurus
 spelling mistakes in texts
 similarity measure based on edit
distance

Used technologies:
 Microsoft .NET (Framework 4.0)
 Xamarin Mono (for OS Linux)

Examples of the use:
 texts (documents) analysis
 detecting plagiarism (in most cases -
resignation of variety of nouns and
verbs based on standard thesaurus)

Fig. 2. Graphical results of quality test of English sentences. For all tests in this
case acceptable boundaries of similarity P were: q=0.80 for thesaurus and
q=0.75 for similarity between terms in sentences and qS =0.75 between
sentences

The obtained results show that the method of coding terms increases the precision
of similarity estimation in some cases from 0-20% even up to 75-100%.


