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GRIDJ MOTIVATION

Necesity of keeping Qos on certain level

Changes of load of provisioned services
Heterogeneus nature of managed systems

Need of automation of administrator tasks
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BRIPI® BENEFITS FROM PRESENTED
SGRID} SOLUTION
-t

Automatic resource management depending on
the needs of provisioned services

Self learning and optimization done in real time
without need of human action

Simple, verifiable optimization goals forming
simple rules for agents

Scalability and modifiability of layers and the
system as a whole

Possible prediction of system load and needed
resources type and amount
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MOTIVATION
*Hacessity of keaping Q05 an acentainlevel

*Changes of lnad of provided services
*Heterogenzous nature of managed systems

DESCRIPTION OF PROPOSED SOLUTION

Az improvng
mainly depends on how well the system can utilize its
resourcas, the main idea for this system is to develop an
agant systam that would be able to determinz what rules
used in the symem should be used to crazs 3 more
optimal configuration. Compared to the existing systams
that are baszd on tatic configurations [1] or on fuzzy ssts
[2], it will provide some lavel of independant optimization
dane by the system itsef

INFORMATION AND DATA FLOW

For every newtaskto be executed:

*41l Resource [anager agents calculate an estimated
cost of axacution of thistask

*Using the provided =dimations System Manager
mazkes decision onwhich Resource Manager will handle
the task

*The task is provided to 3 sslectad Rasourc Manager
)

*Resource Manager sendsthe taskto Execution Unit 2]
and is responsible for executing the task in a way that
duesnot vielats GoS

*Duringthe sxscution of the task Resource Manager
collects monttoring data (3) and sends it to Systep- <
Wanager ifneeded (4 o
*after the task is eecutad

BENEFITS FROM USING AGENT-BASED APPROACH

=Automatic resourczmanagament depending on thaneeds of provisioned services
=Selflearning and optimization done in real time without need of human action
=Simple, verifiable optimization goalsforming simp |2 rules for agents
=Scalability and modifiability of layers and the systam as awhole

=Fossibl pradiction of system load and needed resourcastypaand amount

DECISION LAYER

*Contzinsallthe agentsthat can alter the stats ofthe system
=Hides physi urefrom the contained agents
=Handles communication betwezn agents

=Can span acrassmultiple physical machines

=Amount and typs of agents c=n bechs

runtimewithoutreconfiguration

Decision layer

SYSTEM MANAGER

*Systam’s main agent
sUsed a5 an interface of the
system

*Runsin one instance
System Manaer *Responsible for minim
mesns|  2mount af ussd resaure

RESOURCE MANAGER

“Runsin multiplzinstances
"Responsible for maximizztion of
resources usage under its control
*Can have mukiple
implementations

the results of the task ars
sent to Resource [anager

;/ﬁuwmhy« 7/ 4

(il EXECUTION LAYER

and further to System

Managar from whera the [l , =Represantsalltharasourcas available in the system
administrator can collzct i ‘ ®Handlzs communicationwith Resource Manager agents
them. i

ADAPTATION Execution Unit Execuan Unit/ [

To &nsure that the system /j’ EXECUTION UNIT

adapts to naw external s *Representation of physical resources inthe systam

conditions and its own e

qate, all the agents
periodically undergs the
modification phase: Execution Unit

1| =containsEczcution Units

=Fully dzpend=nt on actions of other agents
=Can b turnad on/off by System Manager
=Assignad aitherto one of Resource hanagers orto the free resourcas

posl
*System Manager checks
the amount of resources
inthe system and starts or stops resourcesifnesded FUTURE WORK
*Resource Managers ar classified in groups by Smilarity and thair
parformance is measured. Agents with poor performance ar On-gaing implementation of the system is to be follawad by a sst of
modifizd or removed from the syfem and new ones are crasted tasting scperiments and comparisan to other sy2ems using the rule-
based on the best ones usng genetic zlzorithms like mutations or baszd [1] or fuzy-loge [2] approach to manags senice provisoning
crossoversafthe hast indiiduals ariznted systams
>
REFERENCES ACKNOWLEDGMENTS
{11 Roll . Cherlassva L. MeCarthy .2 Configuring Workbsd Famge:r Cowtiol This rassarch is partly suppartsd by the Eurapean Union within the
Farsmeters for Rezource Pook. in: Poc.of Loth IEEE IFP Nlatwork Gperationsand By rop aan Ragional Developmant Fund program 3 part of the PLGrid
FRICE e it Symoges ) (NCIWE). Sped 2000 z z FLUS Project POIG.0203.00-00-095/10 ihttp . plerid pl/plush and the
o, Jozs Fortes. Pabert Carpauter. Mazin tousit: Autnemic ekl Y (B2 DIELE R B
ez urees wRwage Nt in virtualced dats cents s uzing fuss b bazed g
approzchez. n:Eluzter Computing. Springer Scienca-Buzinazs leds. 2006
; o1z Dovnbad Peleaze 443 y
-

INNOVATIVE
ECONOMY

(W

AGH




