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Agenda

» Natural Language Processing
» Compression techniques
» Implementation results



Natural Language
Processing

 machine translation
 voice typing
 sentiment analysis
 question answering
 automatic summaryzation
 ...



Convolutional
Neural Network



Quantization

Scale factor:

Mean value



Pruning



Pruning



FPGA



Keras model to IP core



Movie Review dataset
 1000 positive reviews
 1000 negative reviews
 Validation split: 80% -20%

NEGATIVE: you could easily sleep through whole 
sections of the film ( as some fellow critics did ) and 
wake up in a scene exactly like the one you nodded 
off in , not having missed anything worthwhile

POSITIVE: the fact there's a dead body in the 
corner goes to enhance the feeling of paranoia 
and a mysterious , hurried call telling him to 
leave immediately is also very chilling



Extensiveness of pruning



Accuracy drop



The order matters



FPGA implementation



Conclusions

 No more than 1% drop in accuracy 
after compression

 Around 4 times less FPGA 
resources needed 



Future work

 Non linear quantization
 Retraining
 Architectural changes



Dwa serwery z dwoma kartami firmy Nallatech zawierającymi układy 
FPGA Altera Stratix V

Parametry karty typ 1:

Nallatech 395-AB: Stratix V AB

32GB of DDR3

Parametry karty typ 2:

Nallatech 395: Stratix V D8

32GB of DDR3

Programowanie:

OpenCL

Altera Quartus

Narzędzia:

Altera OpenCL SDK

Altera Quartus
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