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 1998: Format start of University of Catanzaro

 2001/2002: Start of a Inter-University Bachelor on 
Informatics and biomedical engineering

 2003: University Campus in its initial stage (right)

 2004: Start of the interdisciplinary PhD Program on 
Informatics and biomedical engineering

 2017: University Campus now (bottom)

Brief History
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P4 Medicine
 Predictive, preventive, personalized and participatory (P4) medicine is an 

emerging medical model that is based on the customization of all medical aspects 
(i.e. practices, drugs, decisions) of the individual patient

– Predictive medicine: early diagnosis of a large set of diseases through regular scanning of the omic
data (e.g. biomarker discovery)

– Preventive medicine:  prevent the development of some diseases before the appearance of 
symptoms through the monitoring of ‘wellness’, i.e. the behaviour of patients avoiding possible 
unhealthy practices

– Personalized medicine (Precision medicine) is an emerging approach for disease treatment and 
prevention that takes into account individual variability in genes, environment, and lifestyle for each 
person. Pharmacogenomics has a key role.
 January 20, 2015, President Obama announced the Precision Medicine Initiative® (PMI) - NIH

– Participatory medicine: the active involvement of patients in the medical processes (e.g. patient-
driven networks). 
 ‘Participatory Medicine is a model of cooperative health care that seeks to achieve active involvement by patients, professionals, 

caregivers, and others across the continuum of care on all issues related to an individual’s health.’ (Society for Participatory
Medicine)
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OUTLINE
• Experiences at University of Catanzaro in high 

performance management, preprocessing and 
analysis of omics data
• PART I: Genomics data 
• PART II: Proteomics data
• PART III: Interactomics data

• Conclusions
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 Microarray-based Genomics Data

– gene expression and genotyping data

 Automatic preprocessing of gene expression data
– micro-CS: preprocessing and annotation of gene expression data

 Statistical analysis of genotyping data
– DMET-Analyzer: preprocessing and analysis of DMET (Drug

Metabolizing Enzymes and Transporters) SNP (Single Nucleotide 
Polymorphism) data

– coreSNP (multicore implementation) 

 Data Mining analysis of genotyping data
– DMET-Miner: Association Rule Mining to extract from DMET data Association

Rules able to correlate the contemporary presence of SNPs with patient’s
conditions (e.g. TOX vs NOTOX)
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 Microarray-based Genomics Data 

 gene expression and genotyping data

 Automatic preprocessing of gene expression data
– micro-CS: preprocessing and annotation of gene expression data

 Statistical analysis of genotyping data
– DMET-Analyzer: preprocessing and analysis of DMET (Drug

Metabolizing Enzymes and Transporters) SNP (Single Nucleotide 
Polymorphism) data

– coreSNP (multicore implementation) 
– cloud4SNP (cloud-based implementation)

 Data Mining analysis of genotyping data
– DMET-Miner: Association Rule Mining to extract from DMET data Association

Rules able to correlate the contemporary presence of SNPs with patient’s
conditions (e.g. TOX vs NOTOX)
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– Sample Preparation
– Sample Deposition on Chip
– Ibridization
– Raw Data (Fluorescence Images)
– Preprocessing and Analysis

Summarization,
Normalization,
Annotation

chip-specific 
libraries

Analysis

Diseased
Healthy
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Gene expression = RNA “volume”
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Prezentator
Notatki do prezentacji
The term “gene expression” refers to the process that occurs when a gene guides the productionA gene is “expressed” when the protein is made (the gene is “on”).Since the process of making a protein starts with the making of the RNA, one can measure gene expression by looking at the RNA produced by the geneAn active gene will produce a lot of its RNA product while a low activity gene will produce very little RNAMeasuring RNA volume to look at gene expression levels can be very powerful and useful when it comes to determining the function of a gene as well as finding drugs to fight the diseaseThe example on the slide shows a Normal Cell and the genes that are active in that cellThe y axis shows the amount of RNA present indicating the “volume” of the geneEach # represents a different geneNotice that the genes #1-15 and #63-97 are active at variable levels.  The taller the line, the more RNA expressed (= the gene is actively expressed)The Malignant Cell has difference genes on and in different levels than the normal cellNotice the middle genes #17- 31 are very active, but were inactive in the normal cellAlso, other genes that were on in low levels in the normal cell are much more active in the malignant cells (like #67 and 69)So, if someone wanted to work on stopping the malignant cells, they would want to focus their attention to the genes that are active in the malignant line, but not the normal lineThis is where GeneChip® microarrays come in – they help find those genes!
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Single Nucleotide Polymorphisms (SNPs)
 A SNP is a variation in a single nucleotide that occurs at a specific 

position in the genome and is present in an appreciable percentage (e.g. 
>1%) within a population

 When in a specific base position, a base (e.g. C) appears in most 
individuals, but in a minority of individuals the position is occupied by a 
different base (e.g. A) then there is a SNP at that specific base position.

Do not affect
protein
sequence

Change
protein
sequence

+ SNPs in intergenic regions

Result in a truncated, incomplete, 
and usually nonfunctional protein

Result in a different amino acid in the 
sequence protein

cannataro@unicz.it
CGW 2017, Krakow, 24 October 2017



U M G
Dubium sapientiae initium

Microarray-based Genomics data analysis
 We considered gene expression data and SNP (Single 

Nucleotide Polymorphism) genotyping data produced using 
microarrays

 We addressed two main problems:
– The automation of the preprocessing pipeline of gene expression 

microarray data
 micro-CS: preprocessing and annotation of gene expression data

– The efficient (parallel) analysis of SNP genotyping microarray data
 DMET-Analyzer: statistical analysis of DMET (Drug Metabolizing 

Enzymes and Transporters) SNP data
 coreSNP: a parallel implementation of DMET-Analyzer
 DMET-Miner: Association Rules correlating the presence of 

SNPs with patient’s conditions (e.g. TOX vs NOTOX)
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 Microarray-based Genomics Data 
 Automatic preprocessing of gene expression data

– micro-CS: preprocessing and annotation of gene expression data

 Statistical analysis of genotyping data
– DMET-Analyzer: preprocessing and analysis of DMET (Drug

Metabolizing Enzymes and Transporters) SNP (Single Nucleotide 
Polymorphism) data

– coreSNP (multicore implementation) 

 Data Mining analysis of genotyping data
– DMET-Miner: Association Rule Mining to extract from DMET data Association

Rules able to correlate the contemporary presence of SNPs with patient’s
conditions (e.g. TOX vs NOTOX)
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Workflow of analysis of gene 
expression data

 (i) preprocessing:
– Summarisation recognizes the position of different genes in raw images,

associating different regions of pixels to the unique gene that generated them. 
– Normalisation corrects the variation of gene expression in the same array due 

to experimental bias. 
– Affymetrix Power Tools (APT) is the command-line tool provided by 

Affymetrix for preprocessing. It uses some chip-specific libraries
 (ii) annotation: associates each gene to functional information, such as 

biological processes, and a set of cross reference DB identifiers
– Annotation is usually done using vendor-provided libraries (e.g. Affymetrix)

 (iii) statistical or data mining analysis:
– Analysis may be performed by external tools (e.g. TIGR MeV, Weka, R, etc.), 

but this requires data movement and further data reorganization
 (iv) biological interpretation and access to external knowledge bases

OPEN PROBLEM: THIS PROCESS INVOLVES SEVERAL TOOLS AND 
CHIP-SPECIFIC / VENDOR-SPECIFIC LIBRARIES AND MAY BE 
ERROR PRONE

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017



U M G
Dubium sapientiae initium

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

The format or raw .cel files
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 The preprocessing of Affymetrix CEL files is performed using 

specialized tools, e.g. the APT (Affymetrix Power Tools) command line 
tools

 apt-probeset-summarize is an APT tool for summarizing and 
normalizing expression probe data from CEL files. 

– It needs library files (either a cdf file or pgf/clf files) for defining probesets
– It can perform different types of summarization, e.g. the Robust Multiarray Average 

(RMA) and the Probe Logarithmic Intensity Error (PLIER) algorithms
 For exon arrays, the Detection Above BackGround (DABG) is provided

– It can perform two main types of normalization, the quantile algorithm and the 
sketch-quantile algorithm, that re-scale each expression value of a dataset. 

apt-probeset-summarize -a rma-sketch -a plier-mm-sketch -d chip.cdf
-o output-dir --cel-files cel_list.txt

apt-probeset-summarize -a rma -d HuEx-1_0-st-v2.cdf -o/home/output -
cel-files/home/list.txt

 A further step is annotation, that allows to associate to each expression value 
the related gene and further biological annotation, 

– e.g. database identifier, description of molecular function, associated protein domains, Gene 
Ontology data, 

 by using annotation files often provided by chip manufacturer
cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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 The main drawbacks of such an approach are the need: 

– to generate and store intermediate files in a manual way that prevent the automation of the 
process; 

– to know details of the used chips and related preprocessing tools and libraries; 
– to manually download the most updated summarization and annotation libraries from the 

vendor website, and 
– to manually import preprocessed files in the analysis platforms (e.g. TM4 MeV, Weka, 

etc.), that may introduce errors. 

 The automation of the preprocessing pipeline could speed-up the entire 
analysis process and reduce possible errors, allowing the user to 
concentrate on biological aspects.

 micro-CS is a tool to normalize, summarize and annotate gene expression 
data produced by Affymetrix microarray reducing user intervention 

– system handles the guided selection and automatic upgrading of the software libraries 
needed by Affymetrix tools to preprocess and annotate gene expressions

– the tool is available with a stand-alone user-interface or as a TM4 MeV plug-in
 TM4: a free, open-source system for microarray data management and analysis. Biotechniques. 2003 

Feb;34(2):374-8.
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 μ-CS preprocesses Affymetrix microarray data to 
automatize summarization, normalization, and 
annotation of microarray. 

– μ-CS users can directly manage binary data without 
worrying about locating and invoking the proper 
preprocessing tools and chip-specific libraries. 

– users of the μ-CS plugin for TM4 can manage 
Affymetrix binary files without using external tools, 
such as APT (Affymetrix Power Tools) and related 
libraries. 

 μ-CS offers four main advantages: 
– (i) it avoids to waste time for searching the correct 

libraries, 
– (ii) it reduces possible errors in the preprocessing 

and further analysis phases, e.g. due to the incorrect 
choice of parameters or the use of old libraries, 

– (iii) it implements the annotation of preprocessed 
data, 

– (iv) it may enhance the quality of further analysis 
since it provides the most updated annotation 
libraries. 

 μ-CS client is freely available (TM4 plugin or 
standalone tool)
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Update of the 
Client Databases

Update of the 
Server Databases
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micro-CS User Interface (TM4 plugin
version)
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 To study the molecular bases of BRCA1-related differential sensitivity to the 
drug, we analyzed the whole gene expression profile of HCC1937 and 
HCC1937/wtBRCA1 cells following in vivo and in vitro exposure of tumor 
cells to cisplatinum (CDDP)

– HCC1937 is a BRCA1-defective breast cancer cell line which discloses higher 
sensitivity to CDDP as compared to the BRCA1 full length cDNA transfected 
clone HCC1937/wtBRCA1

– Gene expression profiling was performed by Affymetrix technology using Human
GeneArray 1.0ST.

– Array data were preprocessed using μ-CS and analyzed using Gene Expression 
Console, GeneSpring and Ingenuity Pathway Analysis (IPA).

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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 Microarray-based Genomics Data 
 Automatic preprocessing of gene expression data

– micro-CS: preprocessing and annotation of gene expression data

 Statistical analysis of genotyping data
– DMET-Analyzer: preprocessing and analysis of DMET (Drug

Metabolizing Enzymes and Transporters) SNP (Single Nucleotide 
Polymorphism) data

– coreSNP (multicore implementation) 

 Data Mining analysis of genotyping data
– DMET-Miner: Association Rule Mining to extract from DMET data Association

Rules able to correlate the contemporary presence of SNPs with patient’s
conditions (e.g. TOX vs NOTOX)
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Affymetrix DMET Plus 
Premier Pack Microarray 

 The Affymetrix DMET (Drug Metabolism Enzymes and Transporters) platform
investigates 225 ADME genes, i.e. genes involved in Absorption, Distribution,
Metabolism and Excretion (ADME) of drugs, for pharmacogenomics case-
control study.

 Pharmacogenomics is a branch of genomics that aims to predict the response to 
drugs of an individual based on an his/her genotype

– The hypothesis of DMET analysis is that a different response to drugs may be 
related to modifications (SNPs) in those ADME genes

 We want identify the SNPs that make effective/ineffective a drug treatment  using 
efficient Statistical Analysis and Association Rule Mining

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Workflow of a DMET pharmacogenomics experiment

 OPEN PROBLEMS:
– NO BIOINFORMATICS SOFTWARE FOR ANALYZING DMET SNP DATA WAS 

AVAILABLE AT THE TIME OF RESEARCH (ONLY MANUAL ANALYSIS WITH 
EXTERNAL SOFTWARE)

– PERFORMANCE ISSUES WHEN INCREASING SIZE OF EXAMINED POPULATION 
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pharmacogenomics experiment
 Sample collection and DMET chip preparation: biological samples are 

collected and treated to perform microarray experiments; 
– Affymetrix DMET chip allows the investigation of 1936 probes, each one representing a portion of 

the genome having a role in drug metabolism; 
– usually samples are divided in two classes, e.g. on the basis of the response to a drug (Population 

A and B).

 DMET microarray experiments: produce raw expression data, contained in 
.CEL files (one file per sample); 

 DMET data preprocessing and SNPs detection: Affymetrix proprietary tools, 
(e.g. apt-dmet-genotype command line tool or DMET Console) are used to 
summarize and average expression values contained in .CEL file to produce 
.CHP files (one file per sample); 

– all .CHP files need to be combined to form a single table containing the detected SNPs for all 
samples; 

– similarly to gene expression microarray, the SNPs table will contain in position (i,j) the SNP 
detected by probe i in the sample j; 

 SNPs analysis: usually the Fisher statistical test is used to evaluate if a different 
distribution of SNPs among two classes of samples is statistically significant or 
not. The analysis, often performed manually using external software, produces a 
list of SNPs ordered by p-value

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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DMET-Analyzer
 DMET-Analyzer is a tool for automated pre-processing and statistical 

analysis of SNP data generated by the Affymetrix DMET platform
– the system finds and highlights all statistically significant SNP variations found in the 

data

 DMET-Analyzer supports the automatic statistical analysis in DMET-
based pharmacogenomics studies.

– It has a simple graphical user interface that allows users (doctors/biologists) to upload 
and analyze DMET files produced by DMET Console in an interactive way. 

 Starting from a DMET dataset, DMET-Analyzer is able to find 
statistically relevant subsets of SNPs that separate two input classes

– DMET-Analyzer tests in an automatic way if the distributions of each SNPs detected 
on each probe on the two classes of subjects (e.g. Healthy vs Diseased, RESP vs
NORESP, TOX vs NOTOX) are statistically significant. 

 The system is freely available and currently used by the Oncology Unit 
of the “Mater Domini” University Hospital, Catanzaro, Italy.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Fig. 2. DMET-Analyser flowchart.

Algorithm
DMET-Analyzer allows to test in an automatic
way if the different distributions of each SNPs
detected on each probe on the two classes of
subjects (e.g. RESP vs NORESP) are statistically
significant.
• It performs a massive amount of Fisher’s tests

without user intervention
• It provides several statistical corrections (FDR,

Bonferroni) useful for low samples experiments
• It uses two parameters to

o discard probes whose SNP distributions
are “similar”, avoiding useless tests

o discard Fisher’s tests with high p-value
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Data Analysis Workflow

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017



U M G
Dubium sapientiae initium

DMET-Analyzer use: loading input data and 
selection of classes
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Heat Map probe navigator window

Frequecy Differences Table 
- differences of SNPs 
frequencies for each probe 
(class B w.r.t class A)
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1) Setting correction; 
2) Executing Fisher’s tests;
3) Analyze results.

• The Fishers test calculator uses the 
data contained into two Occurrences
Tables to compute the Fishers test for 
each couple of allele belonging to the 
two classes. 

• The algorithm avoids the computation
of trivial tests, e.g. tests where the 
Fisher Test contingency table
contains three zero values that leads
to a p_value=1 are discarded. 

• Fisher tests results with p_value > Ft 
(Filter Threshold, default 0.05) are 
discarded. 

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017



U M G
Dubium sapientiae initium

Contingency Table Class A Class B
SNP 1 a b a+b
SNP 2 c d c+d

a+c b+d a+b+c+d (=n)

P-value = 0,0286 P-value = 0,3333

Fisher : the probability of obtaining any 
such set of values is given by the 
hypergeometric distribution

The formula below gives the exact hypergeometric probability of observing this particular arrangement 
of data, assuming the given marginal totals, on the null hypothesis that Class A and Class B subjects 
are equally likely to have those SNPs 

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017



U M G
Dubium sapientiae initium

Analysis of results: annotations, dbSNP
and PharmGKB links

 Each probe presented in the result window: 
– has a link that allows users to visualize annotations 
– is enriched of links to external databases such as 

dbSNP and PharmGKB allowing to automatically  
retrieve further SNP information

 PharmGKB stores knowledge about the impact of 
genetic variation on drug response for clinicians 
and researchers

 dbSNP is a public-domain archive for simple 
genetic polymorphisms
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 A cohort of 19 patients affected by multiple myeloma (MM) treated with 
aminobisphosphonate zoledronic acid (ZA) were enrolled in a case-control study. 

– 9 patients presented osteonecrosis (ONJ) after the treatment and
– 10 patients were the control 

 The aim of the study was to investigate the association among specific SNPs and 
the adverse event ONJ induced by ZA. 

 Results demonstrated the presence of 8 SNPs that were related to ONJ. 
– Genotypes were determined using DMET Plus GeneChip. 
– Pharmacogenomic profiles were generated by Affymetrix DMET Console software
– Statistical analysis was performed by two-tailed Fisher’s exact test.

 DMET-Analyzer identified the 8 SNPs (with same p-values) that were 
statistically associated with ONJ occurrence, as those  identified in the BJH work 
using manual analysis, in very less time

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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coreSNP: the parallel version 
of DMET-Analyzer

 To face the increasing volume of genotyping data in pharmacogenomics studies, 
we designed coreSNP, a parallel multi-threaded version of DMET-Analyzer

– Current DMET chips investigate 1936 probes, each one representing a portion of the genome 
having a role in drug metabolism (225 ADME-related genes are investigated), but novel chips 
may investigate millions probes

– Genome Wide Association Studies (GWAS) involve very large populations of patients, thus 
datasets for pharmacogenomics studies are increasingly huge

 coreSNP takes into account the data parallelism that can be exploited when 
analyzing DMET data and uses a simple Master/Slave parallel programming 
approach to decompose computation

 coreSNP uses a Fisher Significance (Fs) threshold to discard probes where 
SNPs distributions among the two classes A and B are very close, i.e. the Fisher 
tests involving the SNPs detected on that probe are not computed, thus reducing 
the computational load of the system:

– A probe i is discarded if for each SNP j, | FDT[i,j] | <= Fs, where FDT is a Frequency 
Difference Table that contains the difference among the frequencies of the SNP j detected on the 
probe i, respectively in class B and in class A

– If Fs=0, i.e. the most conservative option, only probes with identical alleles distributions in class 
A and B are discarded. 

– User may also choose to avoid filtering and all probes are tested with Fisher.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Data Parallelism in coreSNP

n, number of probes (1936 for current DMET chips)
m, number of samples (patients) 
#Core: number of cores (automatically detected by the Master Node)

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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coreSNP: Master and Slave
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 Microarray-based Genomics Data 
 Automatic preprocessing of gene expression data

– micro-CS: preprocessing and annotation of gene expression data

 Statistical analysis of genotyping data
– DMET-Analyzer: preprocessing and analysis of DMET (Drug

Metabolizing Enzymes and Transporters) SNP (Single Nucleotide 
Polymorphism) data

– coreSNP (multicore implementation) 

 Data Mining analysis of genotyping data
– DMET-Miner: Association Rule Mining to extract from DMET data Association

Rules able to correlate the contemporary presence of SNPs with patient’s
conditions (e.g. TOX vs NOTOX)
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 Association Rules are used to find frequent patterns, associations, 

correlations, or causal structures among sets of items in transaction 
databases.

 Let X be an item-set,              an association rule and T a set of 
transactions of a given database

 Support is an indication of how frequently the item-set appears in the 
database

– The support value of X with respect T is defined as the proportion of transactions
in the database which contains the item-set X, and is indicated as supp(X)

 Confidence is an indication of how often the rule has been found to be true
– The confidence value of a rule with respect to a set of transactions

T, is the proportion of the transactions that contains X which also contains Y.
– Confidence may be interpreted as an estimate of the  conditional probability

that a transaction having {X} also contains {Y} 

 Goal: Find all rules with minimum confidence and support

Prezentator
Notatki do prezentacji
Proposed by Agrawal et al in 1993. Assume all data are categorical.
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 Association rules are usually required to satisfy at the 
same time:
o a user-specified minimum support and 
o a user-specified minimum confidence. 

 Association rule generation is usually split up into two 
separate steps:
1. A minimum support threshold is applied to find all frequent 

item-sets in a database.
2. A minimum confidence constraint is applied to these 

frequent item-sets in order to form rules.
 Main algorithms are Apriori and Frequent Pattern-

Growth (FP-Growth).
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DMET-Miner
 DMET-Miner transforms a case-control DMET 

dataset in a transaction database and it is able to mine 
Association Rules from such dataset

 DMET-Miner is based on a modified version of the 
Frequent Pattern-Growth (FP-Growth) algorithm

 The modified version of FP-Growth needs to scan 
only twice the database to build an FP-Tree, a 
structure based on extended prefix-tree, making it 
possible to store in a compressed way crucial 
information about the frequent patterns. 
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 DMET-Miner produces rules able to discriminate distinctive features for each class.
 DMET-Miner makes easy to profile in what class new subjects belong (e.g. RESP,

NORESP) on the basis of their SNPs
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Comparison among DMET-Miner, Weka and 
Rapid Miner
 We have compared the FP-Growth algorithm implemented in DMET-Miner 

with the FP-Growth algorithm implemented in Weka (version 3.6.10) and the 
FP-Growth algorithm available in RapidMiner (version 5.3.013). 

 Weka and RapidMiner were not able to directly load the DMET dataset 
produced by the DMET platform

 In order to compare DMET-Miner FP-Growth with Weka FP-Growth and 
RapidMiner FP-Growth on the same conditions, we have given as input to 
Weka and RapidMiner the filtered dataset produced by our software. 

 In this way we ensure that the inputs given to DMET-Miner, RapidMiner and 
Weka have the same dimensions.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Datasets
 The comparison of the FP-Growth algorithm implemented in the three 

software tools was tested using five synthetic DMET datasets. We built the 
synthetic datasets containing the same number of probes as a real DMET 
dataset (1, 936 probes) and doubling the number of samples (in the 13 
experiments we analyzed five datasets with respectively 25, 50, 100, 200 and 
400 samples for each dataset) grouped into two classes. 

 We populated these datasets with randomly significantly different 
distributions of SNPs. 

 The datasets contain data related to samples from subjects belonging to two 
classes: subjects which respond to drugs (class RESP) and subjects which do 
not respond to drugs (class NONRESP), simulating a classical case-control 
study. 

 The dimensions of the datasets analyzed range from 300KB for the dataset 
with 25 samples to about 3.1MB for the one with 400 samples

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Fisher Test Filtering
 Number of meaningful probes (rows) after using 

the Fisher Test Filtering

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Execution time of the algorithms varying the minimum support using the 100 samples
dataset. The execution time is obtained in function of the value of minimum support
used and the number of mined rules. The dotted line (top part of figure) represents the
running time of RapidMiner, the dashed line (middle part of figure), represents running
time of Weka, the continuous line (bottom part of figure) represents the running time of
DMET-Miner.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Memory consumption of RapidMiner, Weka and DMET-Miner when doubling the size
of the input dataset. The dotted line (top part of figure) represents the memory
consumption of RapidMiner, the dashed line (middle part of figure), represents the
memory consumption time of Weka, the continuous line (bottom part of figure)
represents the memory consumption of DMET-Miner.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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OUTLINE
• Experiences at University of Catanzaro in high 

performance management, preprocessing and 
analysis of omics data
• PART I: Genomics data 
• PART II: Proteomics data
• PART III: Interactomics data

• Conclusions
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Proteomics data

 Introduction to Mass Spectrometry
 MS-Analyzer: service oriented platform for 

preprocessing and mining of MS data
– MS-Analyzer = Ontology + Spectra Services + 

Workflow 
 EIPEPTIDI: enhanced protein identification from 

ICAT MS/MS data

CGW 2017, Krakow, 24 October 2017
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Recently MS has been used to analyse low weight 
proteins present in serum/plasma for early diagnosis 
of tumours
cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

Ovaian cancer
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MALDI-TOF

ESI-QqTOF

Applied Biosystems Voyager DE-STR

Applied Biosystems QSTAR XL LC-MS/MScannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Tandem mass spectrometry (MS/MS)
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Spectra Preprocessing

 Noise Reduction
– Base line subtraction flattens the base profile of a

spectrum
– Smoothing reduces the noise level in the whole

spectrum.
 Binning

– groups measured data into bins
 aggregate intensity (e.g. the sum of the intensities in the

bin)
 representative m/Z value (e.g. the median or the one with

maximum intensity)

 Normalization
– aims to make intensity comparable across different

spectra.
 Peaks alignment

– The same peak (e.g. the same peptide) may have
different m/Z values across samples

– finds a common set of peak locations (i.e. m/Z values)
in a set of spectra, so that all spectra have common
m/Z values for the same biological entities
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Spectra analysis

 Biomarker discovery
– Analysis of collection of spectra (usually by using data mining or 

machine learning) to find discriminating peaks among different 
conditions (e.g. healthy, diseased)

 Protein/Peptide identification
– Identification of protein/peptide associated to a peak, e.g. through 

MS/MS and database search (Mascot, Sequest, X!Tandem)
 Qualitative vs quantitative proteomics

– MALDI-TOF or SELDI-TOF give a snapshot of a sample, 
without providing quantitative information nor complete 
identification

– Labelling techniques, such as ICAT or SILAC, coupled to tandem 
MS (E.g. ICAT-based LC-MS/MS) allow quantification and 
identification of proteins
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MS data
 The basic MS data is a long sequence of (intensity, m/z) 

value pairs 
 Indeed, different MS data formats do exist depending on:

– Ionization (ESI, MALDI, TOF)
– Separation (e.g. GAS or Liquid Chromatography)

 More spectra at different (retention) times
– MS approach (e.g. MS vs MS/MS)

 One spectrum/sample vs more spectra/sample
– Labeling

 intensity in a sample is a measure relative to a control one
 Moreover, each MS company usually uses a proprietary 

format 
 Heterogeneity in spectra data is an issue
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mzData
 mzData was the first XML-based data model defined by HUPO-PSI 

(Human Proteome Organization-Proteomics Standard Initiative) to 
standardize mass spectrometry-based experimental data 

 mzData schema comprises a 
– description element describing metadata about the experiment (e.g. 

administrative information, data about instrument and software used to 
generate the spectra), 

– and a spectrumList element that encloses a set of spectrum elements. 
 Each spectrum element stores, respectively, all the m/z and intensities

values of the spectrum as Base64 encoded strings.
– Base64 encoding allows to represent arbitrary sequences of octets 

through a 65-character alphabet (each 6 bits are represented as a printable 
character).

– Base64 allows to easily transmit MS data over Internet protocols and can 
be stored into XML documents.

S. Orchard, H. Hermjakob, and R. Apweiler. The proteomics standards 
initiative. Proteomics, 3(7):1374.1376, 2003.
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Issues in Mining Spectra Data
 Loading of the raw spectra produced by mass spectrometer
 Converting (eventually) in a standard format (mzXML, mzData),
 Preprocessing of the raw spectra data,
 Preparation of the data mining input file (e.g. Weka ARFF file), 
 Data Mining analysis (e.g. classification) of mass spectra,

– CRISP-DM methodology,
– Clementine, Weka, and SPSS platforms

 Knowledge Models visualization (e.g. decision tree) 
– represented in a standard language as PMML

 Key issues
– Service Oriented Distributed Computation
– Efficient spectra management
– Provenance data
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MS-Analyzer
 MS-Analyzer is a software platform for the preprocessing, 

management and data mining analysis of MS data. It uses
– domain ontologies to model

 software tools (e.g. preprocessing and mining) and their relationships
 data sources (e.g. MALDI-TOF, LC-MS/MS spectra datasets)
 constraints (e.g. binning cannot be applied twice) 

– and workflow techniques to design “in silico” experiments. 
 MS-Analyzer: 

– acquires, preprocesses and manages MS data
– offers filtering, preprocessing, and DM services 
– sharing experiments data, workflows and knowledge

Cannataro M, Barla A, Flor R, Jurman G, Merler S, Paoli S, Tradigo G, Veltri P, Furlanello C. A grid 
environment for high-throughput proteomics. IEEE Trans Nanobioscience, 6(2):117-23, 2007.

M. Cannataro, P. Veltri: MS-Analyzer: preprocessing and data mining services for proteomics 
applications on the Grid. Concurrency and Computation: Practice and Experience 19(15): 2047-
2066, 2007.
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MS-Analyzer Ontologies
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MS-Analyzer GUI
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Ontology Manager

 Allows
– loading user-defined OWL 

ontologies
– browsing and searching 

bioinformatics tools 
– green services can be used in 

the editor by drag&drop 
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Dataset manager
 Each experiment is represented 

as a tree containing 
– raw and preprocessed datasets

 Different source spectra are 
supported 

– peak list, TXT, CSV, ARFF
 Different formats to be given in 

input to data mining 
– ARFF, Clementine

 The user can
– Add a new experiment
– Loading of experiment
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Workflow Editor
 UML-based notation
 Services are taken from the 

ontology pane
 Datasets are taken from the 

Dataset pane
 Constraints expressed by 

the ontology are enforced at 
composition time

 Ongoing: generation of a 
BPEL WF schema to be 
scheduled by a (Grid) 
workflow engine
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M. Cannataro, P. H. Guzzi, T. Mazza, G. Tradigo, P. Veltri: Using ontologies for preprocessing and 
mining spectra data on the Grid. Future Generation Comp. Syst. 23(1): 55-60 (2007)
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MS-Analyzer on 
the Grid
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Protein Identification with Tandem Mass 
Spectrometry (MS/MS)
 Detection: first MS detects and selects the most 

abundant peptides (detection)
 Discovery: second MS analyzes such peptides producing 

a new spectrum
 Identification/Quantitation: the list of peaks is used to 

query different protein/peptide identification tools 
– MASCOT, ProteinProspector, Sequest

 To obtain a quantitative measurement about the protein 
abundance, MS may be coupled with opportune sample 
preparation protocols.

– e.g. proteins can be identified by using tandem mass 
spectrometry with ICAT (Isotope Coded Affinity Tag) protocol 
for sample preparation.

Prezentator
Notatki do prezentacji
PMM is a means of identifying proteins by comparing observed mass (m/z) with predicted masses of digested proteins contained in a database. Mass values are combined with partial amino acid sequence. Sequence tag search is more error tolerant than peptide mass mapping. It is possible to search a database using only a list of the ions contained in a MS/MS spectrum. This identification method is most commonly used with the Finnigan ion trap instrument and the Sequest program developed by John Yates. 
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ICAT + MS/MS protein 
identification

Pro ICAT

Swiss Prot
DB

Identified and Quantified
Proteins

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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EiPeptiDi: Enhanced ICAT Peptide Identification Discovery Tool 

 Identified peaks (m/Z, retention time, intensity) + name of originating
peptide/protein are stored in a database

 In new experiments, peaks detected by the first MS, but not selected for 
second MS can be identified by searching for “similar” peaks (m/Z, retention
time, intensity)  in the database

Cannataro M, Cuda G, Gaspari M, Greco S, Tradigo G, Veltri P. The EIPeptiDi tool: enhancing 
peptide discovery in ICAT-based LC MS/MS experiments. BMC Bioinformatics. 2007 Jul 15;8:255. 
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EiPeptiDi Algorithm

EIPEPTIDI cross validates 
peptides identification across 
the data set

Retention time windows 

Sti+delta<=rtx<= Sti-delta

Mass windows

(Smi -(mx*deltaMz))
<=MwF<=
(Smi +(mx*deltaMz))

AAFCTK

YYILCK

YYILCK

Sample S1: 

2 peptides 
identified and 
quantified

Sample S2: 

2 peptides 
quantified, but 
only one 
identified

????
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Algorithm
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EiPeptiDi GUI

EiPeptiDi is available on line at:
http://bioingegneria.unicz.it/~veltri/projects/eipeptidi

http://bioingegneria.unicz.it/%7Eveltri/projects/eipeptidi
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Experimental Results

 In a 7 samples data sets we increase the number of Identified 
Peptides of 50 % (av) using EiPeptiDi.
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Experimentation
 EIPETIDI has been successfully used to improve 

the identification of proteins used to discriminate 
between different classes of familial adenomatous 
polyposis (FAP) patients

– Barbara Quaresima, Telma Crugliano, Marco Gaspari, Maria Concetta Faniello, Paola Cosimo, Rosa 
Valanzano, Maurizio Genuardi, Mario Cannataro, Pierangelo Veltri, Francesco Baudi, Patrizia Doldo, 
Giovanni Cuda, Salvatore Venuta, Francesco Costanzo, A proteomics approach to identify changes in protein 
profiles in serum of familial adenomatous polyposis patients, Cancer Letters  272(1):40-52,8 December 2008, 
http://dx.doi.org/10.1016/j.canlet.2008.06.021

http://dx.doi.org/10.1016/j.canlet.2008.06.021
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OUTLINE
• Experiences at University of Catanzaro in high 
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analysis of omics data
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Interactomics Data
• Interactomics

– Protein-to-Protein Interactions (PPI) 
– PPI Databases and Standards
– Protein Complex Prediction

• Experiences at University of Catanzaro:
• IMPRECO: a meta-predictor for protein complexes

• CytoMCL: Markov Clustering of Metabolic Networks in Cytoscape

• CytoSeVis: Semantic Similarity-Based Visualization of PPI 
Networks in Cytoscape

• ONTOPIN: using ontologies for querying PPI databases
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Interactomics
 Interactomics is the study of the whole set 

of protein interactions
– Protein to Protein Interaction (PPI) network.

 PPI Networks are usually modeled as 
undirect graphs.

– Global analysis  investigated main properties.
 Different network models have been 

proposed:
– Scale Free
– Random Graphs
– Geometric Random Graph
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Flow of Information in Interactomics
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M. CANNATARO, P. H. GUZZI, and P. VELTRI, Protein-to-Protein Interactions:  
Technologies, Databases, and Algorithms, ACM Computing Surveys, 43(1), 

November 2010
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PPI Databases & Standards
 Verified Interactions DBs store experimentally 

determined (Yeast 2 Hybrid, Protein Micro Arrays, Mass 
Spectrometry) PPI data

– DIP (Database of Interacting Proteins), BIND (Biomolecular 
Interaction Network Database), MIPS, MPCDB, CORUM

 Predicted Interactions DBs store interactions predicted in 
silico: 

– OPHID maps experimental interactions determined in model 
organisms into human interactions.

– POINT projects verified interactions into human orthologs and 
filters interactions considering functional information.

– IntNetDB predicts interaction by integrating different  
information (mRNA, co-expression, sequence similarity)

 Standards
– BioPax, IMEx, PSI-MI, SBML, SIF
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Complex Prediction Algorithms
 A protein complex is a group of two or more associated 

proteins which interact sharing the same biological goal
– i.e. a cluster in the PPI graph

 The Markov Cluster algorithm (MCL)  [van 
Dongen 2000] finds clusters on a graph by 
simulating a stochastic flow and then 
analyzing its distribution

 The MCODE algorithm, takes in input an 
interaction network and tries to find 
complexes by building clusters.

 The Restricted Neighborhood Search 
(RNSC) predictor, after an initial random 
clustering, uses  a cost-based local search 
algorithm based on the tabu heuristic

Sylvain Brohée1 and Jacques van Helden, Evaluation of clustering algorithms for protein-
protein interaction networks  BMC Bioinformatics. 2006; 7: 488.
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MCL

Input Network

Clustered Network
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IMPRECO: A Tool for Improving the Prediction of 
Protein Complexes

Mario Cannataro, Pietro H. 
Guzzi, Pierangelo Veltri

Bioinformatics Laboratory,
University “Magna Græcia” of 

Catanzaro, Italy
cannataro@unicz.it



U M G
Dubium sapientiae initium

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

IMPRECO: Improving the 
prediction of protein complexes
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The IMPRECO Algorithm
 The rationale underlying the proposed meta-

predictor is to combine different predictor results 
using an integration  algorithm able to gather 
(partial) results from different predictors  

 The integration algorithm starts by integrating 
results (i.e. clusters) obtained by running different 
available predictors. 

 Three different cases are considered by evaluating 
the topological relations among clusters coming 
from the considered predictors:

1. equality: the same clusters are returned by all (or by a 
significant number of) predictors, 

2. containment: it is possible to identify a containment relation 
among (a set of) clusters returned by all (or by a significant 
number of) predictors; 

3. overlap: it is possible to identify an overlap relation among (a 
set of) clusters returned by all (or by a significant number of) 
predictors;
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Validation of Predicted Complexes

 To estimate the integration quality, IMPRECO uses an evaluation module based 
on a reference database, i.e. a catalog of verified complexes (e.g. the MIPS 
catalog)

 For each cluster the evaluation module calculates the measurements of sensitivity, 
positive predictive values and accuracy . 

– The first measure is an average representing the fraction of proteins of a complex that are 
found in a common cluster. When only a big cluster is found, the sensitivity tends to one. 

– The second measure represents the fraction of members of a cluster that belong to a given 
complex. When each protein belongs to one cluster, PPV is 1, conversely to the previous 
measure. 

– Thus, the third measure, being the geometric average of sensitivity and ppv represents a 
trade-off. 



U M G
Dubium sapientiae initium

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

The IMPRECO TOOL

http://bioingegneria.unicz.it/~guzzi/
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Preliminary Results/1
In the first experiment we used a yeast network of 1094 nodes and 14658 
edges and we run the MCL, RNSC and MCODE algorithms, obtaining 
respectively 165, 306 and 73 clusters.
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CytoMCL:
Markov Clustering of Metabolic Networks in 

Cytoscape
Mario Cannataro, Pietro H. Guzzi

Bioinformatics Laboratory,
University “Magna Græcia” of 

Catanzaro, Italy
cannataro@unicz.it
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CytoMCL rationale
 The Markov Clustering Algorithm (MCL) is a well-known 

algorithm for clustering graphs. 
 Cytoscape is a tool for visualizing and analyzing networks 

based on an extensible architecture. 
 Nevertheless MCL does not provide a graphical user 

interface and cannot be used in the Cytoscape platform
 CytoMCL is a Cytoscape plugin that finds clusters in a 

graph by using the Markov Clustering Algorithm. 
– Based on an intuitive interface it is able to load a network from 

Cytoscape, to analyze it and to visualize resulting clusters into 
Cytoscape.
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Starting the plugin
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Running CytoMCL
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Using CytoMCL results in 
Cytoscape
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 PINs visualization tools should:
– handle high-dimensional PINs 
– meet users’ requests in terms of 

low response time, interactivity, 
ease of use

– support some form of graph analysis

 PINs visualization tools comprise:
– Collections of layout algorithm (e.g. circular, tree, hierarchical, 

Force-directed);
– Different graphical rendering algorithms (2D, 3D)
– Graph-analysis and annotation (clustering, statistics)

 Main tools include Cytoscape and NAViGaTOR
Agapito et al. Visualization of protein interaction networks: problems and 
solutions, BMC Bioinformatics 2013
Pavlopoulos et al. BioData Mining, 2008

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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• Layouts: Spring-Embedded, Circular, Grid, Force-Directed and Organic;
• Rendering: 2D
• Network analysis: basic statistical analysis:

• through the plug-in manager it is possible to add external modules
• Cytoscape does not support full semantic similarity analysis

• GOlorize provides class-guided network visualization (used with BINGO)
• BINGO finds GO categories overrepresented in a selected part of the network

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

Prezentator
Notatki do prezentacji
Inserire i layout che supporta cytoscape, limiti su visualizzazione, non supporta la similarita semantica, cytosevis colora come heatmap continue i nodi simili, utilità: sim semantica si sta diffondendo, prot simili possono condividere le stesse funzioni, golorize prende solo annotazioni soprarappresentate, le similarita sono caricate in un file txt
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Biological
ontologies

Biological Knowledge is encoded into many Biological Ontologies

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

Prezentator
Notatki do prezentacji
La componente cellulare si riferisce alla zona specifica della cellula dove un prodotto genico è attivo. �Il processo biologico permette di classificare un meccanismo controllato da più prodotti genici con diverse funzioni molecolari e che porta ad un particolare risultato. Un processo biologico viene portato a termine e completato attraverso un insieme ordinato di funzioni molecolari e spesso coinvolge una trasformazione chimica o fisica.La funzione molecolare si riferisce all’attività biochimica di un prodotto genico
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 Biological entities and molecules are also associated with 
GO terms representing their functions, biological roles 
and localization. 

 The association of GO terms and biological molecules is 
called annotation process and it may be performed 
manually under the supervision of an expert, or 
automatically.

 There exist currently 17 different annotation processes 
that are identified by an evidence code. 

 The set of annotations is stored in different databases, 
such as the Gene Ontology Annotation Database (GOA)

Guzzi et al, Briefings in Bioinformatics, 2012
cannataro@unicz.it CGW 2017, Krakow, 24 October 2017

Prezentator
Notatki do prezentacji
Annotazione curata manualmente ()Annotazione in silico



U M G
Dubium sapientiae initium annotation Process

Genes Proteins GO TERMS

Annotations
GO:0008152, 
GO:0004807,
GO:0016853,
GO:0003824

TPI1

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Ontology-based analysis
• GO and GO annotations enable the use of a set of analysis

methodologies that have been defined for the ontologies.

• There exists, in fact, a set of analysis methodologies of the 
terms of ontologies as well as of the annotated entities

 An important tool for ontology-based analysis is
represented by the pairwise semantic similarities
measures (SSM ).

– SSM  are mathematical functions that quantify the similarities of 
two terms belonging to an ontology into a numerical value.

– SSM are usually defined for the comparison of two terms but
they can be easily extended to consider group of terms as input.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Semantic Similarity
• In computational biology, semantic similarity

measures are generally based on Gene Ontology 
and are often used to compare both GO terms and 
gene products.

• There exist currently many available semantic
similarity measures as listed in Pesquita et al.  that
can be categorized using different parameters on 
the basis of the steps they employ to determine
the semantic value.

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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 Pairwise: Two Terms
 Groupwise: Set of terms, i.e. proteins annotated with a set of 

terms

MEASURE METHOD

Resnik Pairwise

ResnikGraSM Pairwise

Lin Pairwise 

LinGraSM Pairwise

JiangConrath Pairwise

JiangConrathGraSM Pairwise

Relevance Pairwise

Kappa Groupwise

Cosine Groupwise

SimGIC Groupwise

CzekanowskiDice Groupwise

GO:0006096,GO:0008152,GO:0016853,
GO:0003824,GO:0016868

TPI1

PGAM2

GO:0008152,GO:0004807,GO:0016853,
GO:0003824

Proteins are described with a set of 
annotating terms
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Cyto-SeVis
 CytoSeVis is a Cytoscape plugin that is able to 

visualize protein interaction networks in a 
semantic similarity space

 CytoSevis is based on an intuitive interface and is
able to load a network from Cytoscape

 It loads the semantic similarities provided as
separate files and visualizes resulting coloured 
network into Cytoscape workspace

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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 CytoSeVis for Windows, Linux and Mac OSX platforms is
available under GPL license. 

 Download at Cytoscape web site: http://cytoscape.org
 Semantic similarities for yeast available

at:http://bioingegneria.unicz.it/~guzzi/ss

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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Once that a network has 
been loaded. 

1. User has to select the 
CytoSeVis plugin and  an 
initial node. 

2. Then user has to 
select and load the 
similarity file
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SS input file is a NxN precomputed matrix containing SS 
among each couple of proteins
SS are calculated with csbl.go R package: 
http://csbi.ltdk.helsinki.fi/csbl.go/ (Ovaska et al, BioData
Mining, 2008) 

Available SS:
Cosine
Czekanowski
Dice
JiangConrath
Kappa
Lin
LinGrasm
Relevance
Resnik
Weighted 
Jaccard
Resnik Grasm 
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• Semantic similarities are translated into different colors. 
• The white node is the reference seed node. 
• All the other similarities are calculated with respect to 

this node. 
• In the example, a darker color represents a lower similarity:
cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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• Semantic similarity adds a new dimension for 
PINs visualization and analysis

• CytoSeVis is a Cytoscape plugin for semantic 
similarity-based visualization of PINs
• http://cytoscape.org

• Semantic similarities are available 
at:http://bioingegneria.unicz.it/~guzzi/ss

• See also: 
• Guzzi et al Briefings in Bioinformatics 2012, 
• Guzzi et al IEEE BIBMW 2011, ICIAP 2011 

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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OUTLINE
• Experiences at University of Catanzaro in high 

performance management, preprocessing and 
analysis of omics data
• PART I: Genomics data 
• PART II: Proteomics data
• PART III: Interactomics data

• Conclusions
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Conclusions: toward an 
integrated pipeline

 DMET-Analyzer supports the automatic statistical analysis in DMET-based
pharmacogenomics data and it is able to find statistically relevant subsets of 
SNPs that separate two input classes

 DMET-Miner extracts Association Rules from DMET-based
pharmacogenomics data

 OSAnalyzer analyzes genomics data annotated with clinical data and 
computes the OS and PFS curves related to the presence/absence of SNPs in 
the population under investigation

cannataro@unicz.it CGW 2017, Krakow, 24 October 2017
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