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FOCUS AREA COLLABORATION ABOUTTNO CAREER TNOTIME Q

— exermse MAKING SENSE OF BIG DATA

} Earth, Life and Soclal Sclences

Big Data is an all-encompassing term that stands for any collection data set so large and
} Technlcal Sclences
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2 O 0 7 I J Kd IJ k 2 O 1 O S p aCe D I kes } Early Ressarch Programme complex that it becomes too difficult to process using on-hand data management tools or
)

traditional data processing applications. The topics of this program are 1) creating value,
} FIND A TNO EMPLOYEE

2) extracting meaning and 3) distributed data structures. We will focus on two fields

} PARTNERS OF TNO where we expect Big Data methods to be a game changer: Logistics and Personalized
- PATENTS AND LICENSES health.
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applications. Although Big Data is in this v

formulated as a problem, it holds in fact an
enormous potential in various fields, ranging from health, food security, climate and resource
efficiency to energy, intelligent transport systems and smart cities; an opportunity which we

cannot afford to miss.

clearly general and relevant for a wide range of domains, we will focus on

Although the topic
two fields where we expect Big Data methods to be a game changer: Leagile logistics and
personalized health.
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nology lines: creating value, extracting meaning and distributed data infrastructures.
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KRAKOW, POLAND
OCTOBER 24-26, 2016
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5. Detection of malicious behavior of mobile devices using results of numerical modelling of infiltration process,
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THE COMPUTER SCIENCE OF
DIKES

 Ideally stupid: };; F;~0
« Information science
 How to generate a multiscale
phenomenology?
« Large scale computing:
« How to generate the two differential
equations from 3D+T simulations
« System identification:
* How to detect new degrees of
freedom
» Distributed systems
 How to generate the ICT for 1000’s
km of monitoring infrastructure
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TNO ol
LEVEE’S ARE IDEAL FORCS LARGE SCALE DISTRIBUTED SYSTEMS

FP7 - URBANFLOOD - ‘EXCELLENT’

CGW16 will address the following topics:

W e-Science, system-level science and collaborative applications,

w data intensive applications and toals,

- models, methods and tools for collaborative applications development,
w- virtual l[aboratories and problem solving environments,

w- distributed computing infrastructures (DCI),

- knowledge ine-Science and DCI systems,

w virtual organizations and security aspects,

- monitoring, information and resource management and scheduling,
o= software engineering aspects with industrial and social implications.

CGW1E will also be an opportunity to present scientific and technical achievements as
well as to overview research in related national and European projects.

Scaling

Computing Distribution
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SYSTEMS IDENTIFICATION IN FP7 URBANFLOOD
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R&D UNIVERSITY OF AMSTERDAM & TNO
CONCEPTS TO GENERATE ICT INFRASTRUCTURE

+ Generaton

lllllll

TNO 57 e

SECURITY ADAPTIVE RESPONSE NETWORKS

Security of ICT
+ SARNET: Security adapti P
» Virtual and real (fiber) networks

hD 2016 UvA, Marc Makkes, now at VU
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R&D UNIVERSITY OF AMSTERDAM & TNO

FUTURE INFRASTRUCTURE RESEARCH

SDN? Smart DNA software —
cars and their Dynamic
usage of 5G Networked

WIFI-P networks Architectures

PhD
Master BsC 2016 2012-2015 UvVA / TNO,
TU limenau (Germany), Jan Sipke van Der Veen

Adarsh Nayak



| 1 world wide wide

2 programming
and compiling

| 3 it works

| 4 feedback

| 5 feedback world

6 SARNET
reliability

http://youtube.com/user/ciosresearch .



http://youtube.com/user/ciosresearch
https://www.dropbox.com/s/75sbrirknvzq7ic/1creating world wide.mov?dl=0
https://www.dropbox.com/s/5jzrzoswd5mn576/2 streaming infra.mov?dl=0
https://www.dropbox.com/s/70lgew1zp727hmn/3 streaming infra.mov?dl=0
https://www.dropbox.com/s/4uy8b9yr5hlyg52/4 basic operating system loop.mov?dl=0
https://www.dropbox.com/s/fojah4xz19ttq6g/5 avhd.mp4?dl=0
https://www.dropbox.com/s/faxr5z6ohgk32rh/SC14.mp4?dl=0
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(CONCEPTS OF) EXTREME “SOFTWARIZATION”
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INTERNET FACTORIES

Software Defined Infrastructures
) Generation

) Adaptation Customer n
) Linking
) Globally
3 parties
INTERN ET Telco / SDN
FACTORIES —
| PhD 2014 UvA, Rudolf Strijkers,
now at Swisscom
B




STARTING POINT:
TRADITIONAL VIRTUAL PRIVATE NETWORKS

IPis an

exploitation
protocol

®..

Company

Company

Company

companies

1 Network between (parts of)

2 Companies agree on IP4, IP6, ...

3 Companies agree if or not to connect

to internet

4 If so they connect to AMSIX, NIix, ...

5 because ... security ...

Company

Telco

Implementation:
MPLS
(ATM)

Company




NETWORK OF SECURED NETWORKS |

Port of Rotterdam
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Farmers
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Industry

%

: Transporters



Telco

Zj MRDH

Telco

Telco

Telco

London

Duisburg



NETWORK IN THE CLOUD
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PhD 2014 UvA, Rudolf Strijkers, now at Swisscom




INTERWORKING OF SOFTWARIZED AND REAL ICT

Telco




INTERWORKING OF SOFTWARIZED AND REAL ICT
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SCALING AND DISTRIBUTION OF ICT

Scaling and distribution
1. Scale
2. Distribute

3. Best paths, free flows, GPU’s for
routing, PUFs

4. Globally, continuously

Is limited to
Workflows
Event processing

Marc Makkes,
PhD 2016 UvVA,
now at VU
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Software controlled network + computer
Software controlled ICT




m innovation
for life s ——

SCALING AND DISTRIBUTION ROUTING, NETWORKS, INFRASTRUCTURE

Software controlled network + computer
Software controlled ICT

Fast Packet forwarding Engine Based on Software Circuits

Marc X. Makkes Ana Varbanescu Cees de Laat
University of Amsterdam/TNO University of Amsterdam University of Amsterdam
G marc.makkes@tno.nl a.l.varbanescu@uva.nl delaat@uva.nl
-~ ) Robert Meijer
“'m“'ma[::::ln:um witn University of Amsterdam/TNO
e IR, robert.meijer@tno.nl

Stars mervices on somputer (1) (2) (3);
: (a)

__kernel void
bitslice(—global unsigned int =i, _global unsigned int sr)

int id = 24 % get_global id(0);
int rid = 2 % get_global id(0);

// 2.104.63.0/14 => 00000010011010, if = 1
unsigned int p0 = ("ifid + 0]) & ("iid + 1]) & (7ifid 4+ 2]) & (Tifid + 3]) & (Tilid + 4 ]) & ("ifid + 5 ]) & ifid + 6] & (Tifid + 7]) & \\
(Cifid + 8 ) & ifid + 9] & ifid + 10] & (ifid + 11 ]) & ifid + 12] & (“ifid + 13 ]);

/7 29.247.95.0/15 => 000111011111011 if = 1
unsigned int pl = (Tifid + 0 ]) & (Tifid 4+ 1]) & (ilid + 2]) & ifid + 3] & ifid + 4] & i[id + 5] & (Tifid + 6 ]) & ifid + 7] & \\,
ifid + 8] & i[id + 9] & ifid + 10] & i[id + 11] & (“i[id + 12 ]) & i[id + 13] & i[id + 14];

// 89.17[)‘,76.0/20 => 01011001101100000100, if = 3

unsigned int p2 = (7ifid + 0]) & ifid + 1] & (Tifid + 2 ]) & ifid + 3] & i[id + 4] & (7ifid
(Cilid + 9]) & ifid + 10] & ifid + 11] & (Ti[id + 12 ]) & (Tifid + 13 ]) & (7i[id + 14 ])
("ifid + 18]) & (“i[id + 19 ]);

]) & ('i[ic}Jr 61) & ifid + 7] & ifid + 8] & \\

+57)
& (Cifid + 15 ]) & (Tifid + 16 ]) & ifid + 17] & \\

r[rid + 0] = p0 | pl | p2;
r[rid + 1] = p2;

Figure 2: Example of an generated kernel for 3 prefixes and 3 nexthops
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AWS Global Infrastructure

The AWS Cloud operates 35 Availability Zones within 13 geographic Regions around the world, with 9 more
G Lo BA L D I S I R I B u I E D Availability Zones and 4 more Regions coming online throughout the next year.
NETWORKS AND o

The AWS Cloud infrastructure is built around Regions and Availability Zones (“AZs"). A Region is a physical location in the world where
we have multiple Availability Zones. Availability Zones consist of one or more discrete data centers, each with redundant power,

networking and connectivity, housed in separate facilities. These Availability Zones offer you the ability to operate production applications
and databases which are more highly available, fault tolerant and scalable than would be possible from a single data center. The AWS
Cloud operates 35 Availability Zones within 13 geographic Regions around the world.

) Supporting adaptive workflow
systems

Global Infrastructure

MONTREAL (Coming soon) et
it i
IO (Comieg 5 ¢ IRELAND m !
: A Lar =
OREGON e . -~
v
e -a UK [Coming saon) v
N. CALIFORNIA Lo
| M. VIRGINIA 2
| :
Program new_web_front_end(DC) { | MuUME
Rent (2)_cemputers on datacenter (DC) ; AWS GOVGLOUD |
Start computer(1)(2) (3) on
datacenter(Dc) ;
Run router(1) (2) (3) on
computer_(1) (2) (3) on SINGAPOR "
datacenter(DC) ; o™
Connect_routexr (1) (2) (3) on
datacenter(1l) with
zoutex () (7) (8) on @
da nter(DC)
Start services on computer (1) (2 . \ 840 PAULO
: ®
Mumbser of Avadabilty Zones J—
how Rogion
Coming Soon

aws.amazon.com/about-aws/global-infrastructure/


file:///C:/Users/meijerrj/Dropbox/MxMakkes - dissertatie/SC14.mp4
file:///C:/Users/meijerrj/Dropbox/MxMakkes - dissertatie/SC14.mp4
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SECURITY ADAPTIVE RESPONSE NETWORKS

L3
CL2NA. : the network speciais
AIR FRANCE

rF /208 4
ases

Rayal Dutch Alrtines

X
ll UNIVERSITEIT
VAN AMSTERDAM
X

terena.org

PhD UvA 2019, Ralph Koning,

Security of ICT
« SARNET: Security adaptive response networks

Virtual and real (optical) networks

innovation
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Interactive Analysis of SDN-driven defence against
Distributed Denial of Service attacks

Ralph Koning, Ben de Graaff, Cees de Laat, Robert Meijer, Paola Grosso
System and Network Engineering group (SNE) University of Amsterdam, The Netherlands

Email: rkoning@uvanl, bdegraaff@uva.nl, delaat@uva.nl,

Adqiracs—The Secars Antamomons Eespense Netwacks (SAR-
m-:-n framework introduces a mechanism to respond au.
omously fo security attacks in Software Defined Networks
(anLsum the range of respor and their effectiveness
need to be properly evaluated such that the decision making
Procers o e selfdenrsing poMiy of evch prsiems see
X irpose we developed a touch-table driven
Ieraciie SARNET prototype, named VNET, and we demon-
strated its use through real-time monitoring and control of real
and virtualised networks. By observing users interacting with
the system at SC15 in Austin, we concluded that in a SDN it s
possible to achieve high effectiveness of responses by carefully
choosing a relatively minor number of actions.

I. SARNET FRAMEWORK

Sofiware Defined Networks (SDN) have been proposed
as an effective way 1o build and support secure (network)
services. The underlying assumption is that the capability of
programming the topology and the paths taken by traffic flows
will build stronger and more resilient networks, and provide
antomated responses in the case of attacks. Therefore, we
decided to build a framework that addresses two challenges
that are currently not covered by other SDN systems. Firstly,
we want to provide a system that can react autonomar
attacks by exploiting a knowledge base of tactics tailored to the
strategies defincd by the businesses that use the system. Sec-
ondly, we want 10 allow services (o span multiple domains by
allowing the definition of joint strategies amongst cooperating
organisations.

The SARNET framework [1] will provide autonomous
response across multiple domains to network attacks by ex-
ploiting the underlying SDNs functionalities and virtualised
netwark functions. The vision is that the SARNET framework
will be adopted by enterprises to provide secure (cloud)
services. The autonomous response in a SARNET is achieved
by means of a control loop. depicted in Fig. 1

jmeijer@uva.nl, p.grosso@uva.nl

Every SARNET will monitor the state of the network
and services by continuously evaluating a number of securify
observables. Detection of violation of the expected state and
values of these abservables will initiate the control loop. Afier
a recognition phase (classify, analyse, and risk). a SARNET
will autonomously decide the appropriate response to bring
the netwark back to an acceptable security state. Adjustments
might be needed if the observables do not return to the
desired state after responding. A SARNET will reprogram the
network flows, redefine the location of the virtualised network
functions, and possibly move the location of computing and
storage services.

While developing the framewark, it is imperative to assess.
via fast_prototyping, what the implementation issues are.
and possibly whether architectural assumptions need revis
Therefore, we set out to investigate:

e What is the most appropriate way to expose the

security observable 1o external components, either
human or sofiware? Concretely, which visualization
techniques are suitable for SARNETs?

«  What is the range of responses possible in a SARNET
and how do these depend on the underlying SDN
control software?

®  What are the metrics that can guide the selection of
responses to attacks during the decide phase, and what
are the most valuable metrics we can store in the learn
phase to determine solutions’ effectiveness for future
selection?

In this paper, we present the results and findings on
the above questions that we obtained with our interactive
prototype, where visitors use a multi-touch interface to detect
and respond to DDoS attacks, and was demonstrated during the:
Super Computing conference held in Austin, TX in November
2015 (SCI15).
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SECURE DATA AND TRANSACTIONS

Company ’ | Company ’

Ralph Koning C

“ PhD UVA 2019, H
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SECURITY, DISTRIBUTION AND SCALING COMBINED

Ralph Koning

‘PhD UVA 2019,
Marc Makkes,

PhD 2016 UvA,
now at VU
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SECURITY SCALING AND DISTRIBUTION AS A
SERVICE

Scaling







' TO WHAT DO WE DISTRIBUTE?
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TO EDGE SYSTEMS

Software
controlled
radio

{{ U H}«- e
0D «

HERE— 0 ©

] ({ Local Cloud_‘

Fixed
Software

® O

Self Distributing
Software
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TO A NATIONWIDE, LATENCY ORIENTED, SYSTEM
OF DATA CENTERS

- - —
il = S -
—
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TO MULTI CORE CPU’S

. Google @ router
B firewall
app

database
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TO EVERYTHING
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) WHAT ARE THE APPLICATIONS?
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FRONT-END SYSTEMS

Front end Back end

\ A

Other
Companies
Datacenter




SDN & SMART MOBILITY

Master BsC 2016 TU limenau (Germany), Adarsh Nayak
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(SERVICES) THAT CONTROL MACHINES

Factory robot




SMART FACTORY

Computer brute force
+

human tweaking




FUTURE WAFER STEPPERS -
1076 WIRELESS SENSORS AND ACTUATORS




Company 7
(Monitor Control Coordinate)

Interne

| Internet
Company 1

Interne Interne

Interne
Company 2

(Monitor Control Coordinate)
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Company 3
(Monitor Control Coordinate) Company 4

(Monitor Control Coordinate)
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Internet
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Company 6

(monitor Control Coordinate)

Internet

nternet

Company 5

(Monitor Control Coordinate)




.« COMPLEX MACHINES
THERE IS NOT ALWAYS A DATACENTRE

Software controlled ROBOTS

ETE7-200 Swerwnl Ticem
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DYNAMIC NETWORKED ARCHITECTURES DNA

- T

) Method for
) Self Optimization
> (Genetic programming)
) Self Distribution
) Self Organisation
) Recursive Infrastructures

2012-2015 UvA, Jan Sipke van Der Veen


http://www.dailygalaxy.com/.a/6a00d8341bf7f753ef0120a769fe4b970b-pi
http://www.dailygalaxy.com/.a/6a00d8341bf7f753ef0120a769fe4b970b-pi
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SELF DISTRIBUTING TELECOM AND SOFTWARE

Program new wel
Rent (2)_comp
Start compu:

Run routexr(1) (2) (

Connect_router (1)

Start services

¥

1) (2) (3) on
(DC) 5

(11) with
8) eon
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Security of ICT
+ SARNET: Security adaptive response networks
* Virtual and real (fiber) networks

Adapy

2012-2015 UvA, Jan
Sipke van Der Veen
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© Paul NWander, bugman123.com




PROGRAM —
Dynamic
Network
Architecture

DNA

007:

How it
currently
works

How it
transforms

How it can be
understood

“He hacked me”

innovation
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https://www.youtube.com/watch?v=aApTVqeGJMw










