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MetaCentrum e-Infrastructure

● MetaCentrum is the Czech national grid and cloud 
infrastructure 

● operated by CESNET, an association of Czech public 
universities and the Czech Academy of Sciences

● CESNET is also the Czech NREN operator
● MetaCentrum is a rather heterogeneous infrastructure:

o 544 computing machines
 29 clusters/SMP-machines of 9 owners, located in 7 

cities
 from 8-CPU cluster nodes up to 288-CPU SGI UltraViolet
 all have CPUs, RAM, local HDDs
 optionally GPUs, Infiniband, SSD disks, network scratch

o 9 disk arrays with 1250 TiB capacity
o 4 hierarchical storages (HSMs) with 14 PiB capacity
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Complicated virtualisation

● computing jobs managed by 2 Torque (PBS) servers
● MetaCentrum physical machines are virtualised in 6 ways

o no virtualisation (machines with GPUs or large RAM)
o UltraViolet divided into hardware partitions
o Xen managed by Magrathea (home-made)

 2 VMs, both managed by Torque
 1 VM in Torque, more VMs created on demand

o OpenNebula hosts 
 with a VM managed by Torque
 with general VMs

● OpenNebula hosts dynamically reassigned between 
Torque and general VMs depending on demand
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PBSMon

● PBSMon visualises the complex infrastructure in a comprehensible 
way

● web framework showing 
o computing resources

 physical machines
 VMs
 disk arrays
 hierarchical data storages (HSMs)

o Torque (PBS) state
 jobs
 queues
 users
 computing nodes (VMs and non-virtualized physical machines)

o personalized information for users
 user’s jobs
 used space and quotas on disk arrays and HSMs
 qsub command refinement
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History

● started as a web frontend for PBSPro using hyperlinks 
among objects

● colors inspired by “xpbsmon” tool for X-window
● migrated from PBSPro to Torque
● extended from 1 server to multiple servers
● accommodated virtualization and mapping of VMs to 

phys. machines
● added charts for last 24 hours
● extended to display OpenNebula state
● enhanced to compute machine load not only from 

CPUs, but also RAM, GPUs, HDD and SSD usage
● support for multiple fairshares
● support for plan-based scheduler

PBSMon - Martin Kuba, CGW 2014  











User personalisation

● user’s jobs
● user quotas and used space
o unifies disk arrays and HSMs

● qsub command refinement
o user specifies resource requirements
o tool simulates scheduler’s algorithm for 

choosing nodes
o shows Torque nodes matching the 

requirements
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Implementation

● PBSMon is written in Java
● runs in Tomcat servlet container
● uses Stripes MVC framework, JSP + JSTL
● connects to Torque using C library with JNI calls
● reads files and makes HTTP calls to other sources of data
● integrates data from many sources

o multiple Torque servers (jobs, queues, nodes)
o /etc/group on Torque servers
o list of phys. machines and users from Perun 
o fairshare and other data from pbs_cache
o multiple OpenNebula servers
o disk arrays’ states from output of “df” command
o HSMs’ states from HSMs’ accounting
o users’ past jobs from job accounting database

● generates HTML pages and JSON responses



Summary

● MetaCentrum has very complex 
infrastructure

● its state can be obtained only by integrating 
from many sources

● for resource owners provides state of 
physical resources

● for users and administrators provides state 
of jobs, queues etc.

● for users provides personalised information
● developed since 2003



Thank you for your attention
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