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Yesterday and today:

Achievements in the area of e-Infrastructures and Grid computing
Examples beyond e-Science
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The future:

Cloud Computing, Virtualisation, Data Centers, Software as a
Service, Multi-core architectures, Green IT

Conclusions




The European Commission strategy for e-Science

e-Infrastructures: strategy

Connecting the finest minds
Sharing the best scientific resources
Building global virtual communities

ociety and Medin
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Mario Campolargo, EC, DG INFSOM, Director of Directorate F: Emerging Techné,f;iogies and Infrastructures

o mission

o 3 http://cordis.europa.eu/fp7/ict/programme/events-20070524 enn_



http://cordis.europa.eu/fp7/ict/programme/events-20070524_en.html

e-Infrastructure achievements: Research Networks

>
GEANT2Z At the Heart of Global Research Networking

www.geant2.net

BEANTZ Global Connectivity November 2006

GEANTZ is aperated by DANTE an behalf of Europe's
© research and education networks

+*
DANTE
wiwwedante.net



e-Infrastructure HPC achievements: EGEE and DEISA
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e-Infrastructure HPC next steps: EGl and PRACE

! EE I European Grid Initiative
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In summary:
Grid achievements for e-Science

?ab”ngeﬁ e Grid for e-Science: mainly a success story!
for E-scienc — Several maturing Grid Middleware stack ="

DEISA — Many HPC applications using the Grld

— . Some (HEP, Bio) in production use [

DmllEUl’ODE‘

« Some still in testing phase: more effort
required to make the Grid their day-to-day workhorse d Jree

— e-Health applications also part of the Gri,@IEA,_THGR.D

— Some industrial applications: il
« Early deployment mainly in different EC projects



http://www.opensciencegrid.org/

Achieving global e-Science
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Grid achievements beyond e-Science

e Grid beyond e-Science?

e — Slower adoption: prefer different
et environments, tools and have different TCOs
BENGRID * Intra grids, internal dedicated clusters, cloud
computing
‘ — e-Business applications
%TR(?T « Finance, ERP, SMEs and Banking! me%

« New economic and business models

— Industrial applications
* Energy, Automotive, Aerospace, Pharmaceutical

/@\ industry,

Telecom

CycLops — e-Government applications
« Earth Observation, Civil protection:
* e.g. The Cyclops project

CGW'08, Cracow, Poland
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Examples beyond e-Science

CitiGroup (citigroup Inc., operating as Citi, is a major American financial
services company based in New York City) adopted Grid computing

http://www.americanbanker.com/usb article.html?id=20080825IXTFW8BS

utilization o : R >
- At Citi, since the grid was implemented, BanKer
individual business units are charged for the

processing power they Use, Creating a Shared Today's Paper | Tools & Data | Topics | AB/ TV | My Account | Custom Email | Feedback | Cont

- Citi chose Platform Computing's Symphony
grid product to consolidate its computing
assets into a single resource pool with increased

o

AMERICAN BANKER GRID COMPUTING

services environment sawrecs wews  Taking The Grid Across The Entire Enterprise
-Citi is now using near 20,000 CPUs and there | coramees o o

. . . Community Banking = ME0ECCa Sausne & Prnt 2 Emall % Reprints B Feedback
are pe rIOdS Of the day Whe re the u tl I I Zatl O n rate Markets A faw years ago Citigroup’s Capital Markets division faced a problem that most large trading

lMortgages enterprises were also confronting: an ever-increasing need for processing power to handle

I S 100 p erC ent Mational/Global the risk management, market analysis and pricing applications that make the capital

Retail Delivery markets division tick, butlimited space and budaet to expand their data centers.

_Cltl iS plannlng Of USIng the Cloud In Cases thelr Technology The rub was that except attimes of peak demand, processar utilization hovered around 30

Viewpoints percent, says John van Uden, director of infrastructure and FICC Shared Services

data centers do not suffice (overflow model or | weingon ~ Temetearscuzes

. Regulatory Mow, four years into its implementation of a massive grid computing project, Citigroup has
COO pe ratlve d ata Ce nte rS) Wealth grown its grid far outside the traditional batch processing function into a fully developed
lanagement shared sernvices model

Mobile Banker . . : . . " . -
And as grid computing evolves in the financial services industry, retail banking and card

units are climbing aboard; van Uden envisions a day when many institutions will push their

Elogs & Scans 4 grid computing into the cloud
I L% ‘%%“GWIOS, ™ .

Mews by State >



http://en.wikipedia.org/wiki/United_States
http://en.wikipedia.org/wiki/Financial_services
http://en.wikipedia.org/wiki/Financial_services
http://en.wikipedia.org/wiki/New_York_City

Grid achievements in industry

* IT Industry demonstrated interest in becoming an
Grid infrastructure provider and/or user (intra-grids):

— On-demand infrastructures:

 Cloud and Elastic computing, pay as you go... amazon

« Data centers: Data getting more and more attention webservices™
— Service hosting: outsourced integrated services

« Software as a Service (SaaS) ﬁrce_com@

(e.g. Salesfoce.com services) ccess On Demand-™

— Virtualisation being exploited in Cloud and Elastic
computing (e.g. Amazon EC2 virtual instances)

e “Pre-commercial procurement”

— Research-industry collaboration in Europe to achiev~ =~

leading-edge products PRACE
 Example: PRACE building a PetaFlop Supercomputing Centre in Euro

-




The HPC view from ...the clouds!

Not All Clouds are Alike

i
(1]
T
* Flexible but complex: the Grid
Gnds imply dynamic arrival'departure i e
Gnds may include specialized nodes Ll i
- Cost-effective but confined: the Cluster . i

Cluesters are typically monocukures: just one type of node
Applications may reguire tuning to a particular cluster size

- Responzive but repetitive: the Hypervisor

Vinualzed servers can be quickly provisicned
Softwrare stack within the virtual server retains issuwes of versioning anq, ,“.

configuration i| t
Virua' appliances demand mondtorng/management - . -
% \
, Ll
* Enterprize cloud computing implies AP| leverage ‘
mmediate focus on function; immediate delivery of value "h'

Concems arise around perception of platform lock-in

sl ffrcnaoom @

Courtesy Peter Coffee, Salesforce.com




Today and the future: Green IT, pay per CPU/GB

virtualisation and/or HPC in every lab?

« Computer and data centers in energy and environmental
favorable locations are becoming important

e Elastic computing, Computing on the Cloud, Data Centers and
Service Hosting - Software as a Service, are becoming the new
emerging solutions for HPC applications

 Many-multi-core and CPU accelerators are promising potential
breakthroughs

o Green IT initiatives:

 The Green Grid (www.thegreengrid.org) consortium (AMD,
APC, Dell, HP, IBM, Intel, Microsoft, Rackable Systems,
Sun Microsystems and Vmware)

* |IBM Project Big Green (a $1 billion investment to
dramatically increase the efficiency of IBM products)
and other IT industry initiatives try to address current HPC
limits in energy and environmental impact requirements

-



http://www.thegreengrid.org/

Today and the future: Cloud computing
and storage on demand

*Cloud Computing: http://en.wikipedia.org/wiki/Cloud computing
cAmazanIBM _Coaoaola NMicracaoft Siin Vahaoao maior (Cland Dlatform’

poté
Mash-ups from  Matiwe ERP ET;::;'- In::-l!agr:-.:.g?n Developer
AppExchange Connectors —— E ceyster Toolkits |
& - pg and

JE[n:cEm ;; vice (S3)

*Sun Network.com www.network.com (1$/CPU hour, no contract cost)
*|BM Grid solutions (www.ibm.com/qgrid)

*GoGrid — a division of ServePath company (www.gogrid.com) Beta
released (pay-as-you-go and pre-paid plans, server manageability)



http://en.wikipedia.org/wiki/Cloud_computing
http://www.google.com/a
http://www.network.com/
http://www.ibm.com/grid
http://www.gogrid.com/

EGEE cost estimation (1/2)

Capital Expenditures (CAPEX):

a. Hardware costs: 80.000 CPUs ~ in the order of 120M Euros
(80-160M)

Depreciating the infrastructure in 4 years:30Meuros per year
(20M to 40M)

b. Cooling and power installations (supposing existing housing
facilities available)

25% of H/W costs: 30M, depreciated over 5 years: 6M Euros

Total: ~ 36M Euros / year (26M-46M)

*1@2% ridkKA 2008, Karlsfuhe . :
e B B%.2Slide of Fofis Karg




EGEE cost estimation (2/2)

Operational Expenditures (OPEX):

a. 20 MEuros per year for all EGEE costs (including site
administration, operations, middleware etc.)

b. Electricity ~10% of h/w costs: 12M Euros per year (other
calculations lead to similar results)

c. Internet connectivity: Supposing no connectivity costs

(existing over-provisioned NREN connectivity)

*If other model is used (to construct the service from
scratch), then network costs should be taken into
account

Total 32M / year

Q@A@%WMWW% 9




EGEE if performed with Amazon EC2
and S3

In the order of ~50M Euros, probably more cost effective of EGEE
actual cost, depending on the promotion of the EC2/S3 service

EGEE workload in 2007

Enabling Grids for E-sciencE

Aggrogate Data Movement
Vil-wise Data Transfer From All Sites To All Sites

Data: e o
: o
25Pb stored 2 il
g O 0THERS
11Pb transferred ; B D 1
.'I'-I.‘
Monthly Report OF Resource Utilization From Jan—07 To Dec—07
Completed Jobm = 9& 02 = CPU:

o - 3 & § §E & g -
g““""“ g I S - 114 Million hours
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Estimated cost if performed with Amazon’s EC2 and S3: € 47,486,548
http:/laridview.cem ch/GRIDVIEW/same index.php http:/icalculator.s3. amazonaws. com/cale5 html?
EGEE-I INFSO-RI-031688 Bob Jones - EGEE User Forum, 11-14 February 2008 10




Cloud mature enough for big
sciences?

Probably not yet, as not designed for them; Does not support complex

Scenarios: “S3 lacks in terms of flexible access control and support for
delegation and auditing, and |t makes implicit trust assumptlons

VOLUME 05
ISSUE 02
VIEW CURRENT ISSUE

Are commercial computing clouds ready for high-energy physics? RSS
May 23, 2008 | 4:54 am B View Feed
Mow that Web “cloud” computing and data storage are available through Amazon, Sun Microsystems, and IBM, is it time for Search|

high-energy physicists to ditch their traditional, custom-built computing networks in favor of commercial senvices?
Recent Posts

Anew study looks atthis question in detail for perhaps the firsttime. The conclusion: Notyet. In a paper available here, the » Particle physics creates the right path
researchers outline a number ofthings that would need to change before Amazon's 53 data storage and EC2 computing t5 romtisrs h
senvices could meet the sophisticated data-heavy needs of physicists. » Fermilab hears views from Washington,
oc
The researchers traced 27 months' worth of data usage by DZero, one of two experiments at Fermilab’'s Tevatron accelerator, to » CL:IS Fh’:'IEiCiStS prepare for LAC dress
renear=sa

see how physicists actually handle and crunch data. The study analyzed 113,062 DZero jobs executed between January 2003

and March 2005. These involved nearly a million hours of computation and processed more than 5.2 million gigabytes of data. ¥ Whatiwil bsifhe £V iuidoel?

» Tech magnate donates another 350
milion to Canada’s Perimeter Institute

The study tested the reliability and accessibility of Amazon's Simple Storage Service (53) and Elastic Compute Cloud (EC2)
from five public Internet nodes in the US and Europe. Archives

The authors are Mayur Palankar and Adriana lamnitchi of the University of South Florida, Matei Ripeanu of the University of : IJ‘U;E ‘;ccf
y 2

htt DWW SYIBELEY IR agazine.oralbreaking2008/05/23/are-com mereial-computing-clouds-
ready-for-high-energy-physics/

http://www.csee.usf.edu/~anda/papers/dadc108-palankar.pdf
CGW'08, Cracow, Poland
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http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
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http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
http://www.symmetrymagazine.org/breaking/2008/05/23/are-commercial-computing-clouds-ready-for-high-energy-physics/
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The future:
“To Distribute or Not To Distribute”

* In the late 90s, petaflops were considered very hard and
at least 20 years off ...

» while grids were supposed to happen right way

« After 10 years (around now) petaflos are “real close” but
there’s still no “global grid”

 What happened:
- It was easier to put together massive clusters than to

 Prof. Satoshi get people to agree about how to share their
Matsuoka, resources
TITech - For tightly coupled HPC applications, tightly coupled
« Keynote at machines are still necessary
Mardi Gras - Grids are inherently suited for loosely coupled apps

Conference « Wil GRRRIENGACIRGTIIAdTHRO RS E AN @8turces will
Baton Rouge, promote thin client approach

31 Jan 2008 * “pgandwidth grows at least three times faster than computer power." This means that if
computer power doubles every eighteen months (per Moore's Law), then
communications power doubles every six months

 Example: Tsubame machine in Tokyo

.



https://emea.mail.microsoft.com/OWA/redir.aspx?C=0ec49a7bbb6543aba45fa1d5a0f1a151&URL=http://www.netlingo.com/lookup.cfm?term=Gilder's Law
https://emea.mail.microsoft.com/OWA/redir.aspx?C=0ec49a7bbb6543aba45fa1d5a0f1a151&URL=http://www.netlingo.com/lookup.cfm?term=Moore's+Law

Multi-core architectures

e Computer CPUs have adopted multi-core
architectures with increasing number of cores
— 2-4 cores in PCs and laptops
— 8-32 cores in servers, 64-80 cores under development
— Intel announced a 6 core Xeon

New High-€End Intel® Xeon® Server Processor

7400 Series Products Raise Performance Bar
Leamn Mure »

. The trend IS drlven by many factors

— Power consumption, heat dissipation, energy cost,
availability of high bandwidth computing at lower cost,
ecological impact

* The entire software ecosystem will need to adapt
iIncluding related applications

R GW'08, Cracow, Pélan ' -
s =5 ry 214




Conclusion (1/2)

« We are at a flex point in the evolution of distributed
computing
 nothing new under the sun...!
e Grid has delivered an affordable HPC infrastructure

* to scientists all over the world to solve intense computing and
storage problems within constrained research budget (and often
for social/political reasons) Grid computing

* leveraging international research networks to deliver an effective
and irreplaceable channel for international collaboration

e This has also been effectively used by industry

* toincrease the usage of their HPC infrastructure and reduce
Total Cost of Ownership (TCO)

— Major issues with wide adoption of Grids have to do
with:

» Cost of operations, complexity, not a solution for all problems
(latency, fine grain parallelism are difficult), reliability, security..




Conclusion (2/2)

 Cloud computing and hosted services are emerging
as the next incarnation of distributed computing with
some obvious additional advantages but not really
designed with scientific applications in mind

 Many changes are happening in the basic underpinning
technology (parallel everywhere!)

 New boundary constraints and very much energy are
becoming the limiting factor to the otherwise still valid
Moore’s Law...

 If we will be able to harness the potential enormous
power of parallel computing (not so good story so far)
then we might be able to provide better computing
solutions for research in energy and eventually better
energy solutions for our computing needs!

——1 "‘It- 1




Thanks

Thanks to the organizers for
the kind invitation and to all of
you for your attention

Contact me at:
Fabrig @ microsoft.com

C‘racﬁo 3
Grid Workshop
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