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Large Hadron Collider (LHC)

The LHC is p-p collider:

=14 TeV and
f: 1034 cm—2 s

(103%in high lumi phase)

There are 4 detectors:
- 2 for general purposes:
ATLAS and CMS

- 1 for B physics: LHCb
- 1 for heavy ions: ALICE
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ATLAS Computing

The offline computing:
- Output event rate: 200 Hz ~ 10° events/year
- Average event size (raw data): 1.6 MB/event

@ the ATLAS Experiment

SR

Processing:

- 40,000 of today’s fastest PCs
Storage:

- Raw data recording rate 320 MB/sec
- Accumulating at 5-8 PB/year

b A solution: Grid technologies

(40 TB/sec) Worldwide LHC Computing Grid (WLCG)
) War
r D (75 G]c;/sec) 1

foc ATLAS Data Challenge (DC)

(&
0 HPCS *Sors (s GBsec) |
z ATLAS Production System (ProdSys)

(320 MB/sec)
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Introduction:

The Event Data Model

Summary of Event.

Reﬁnlng the data Intended for selection.
I | KB/event.
Reconstruction Qutput. Trigger decision, pT of 4
Intended for calibration. best electrons, jets...

500 KB/event.
Cells,Hits, Tracks,

nalysis i
Clusters,Electrons, Jets, ... al erived

Ct hysics

Raw Channels. ata
.6 MB/event.
vent um "iiﬁy
Intended for Analysis. ' Intended for “interactive™
|00 KB/event. Analysis.
“Light-weight” Ti-acks, ~10-20 KB/event.
aw atai . Clusters,Electrons, r;_._'it-ever is necessary
bjects ets, Electron Ceils, for a specific analysis/
itOnTrack,... alibration/study:
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s|nteractive
The Computing Model &z

*Plots, Fits, Toy

MC, Stl..ffl’les,
s Resources Spread *Reprocessing of full data with

Around the GRID improved calibrations 2 months Tier- 3

after data taking.

*Managed Tape Access: RAWY, ESD DPD

*Dislk Access: AOD, fraction of ESD
sDerive |st pass calibrations
within 24 hours. .
*Reconstruct rest of the data Tler 2
keeping up with data taking.

30 Sites Worldwide

o Tier

AOD/ — . _ *Production of simulated
. Sives Worldwide
I ier O ESD ol fesadins events.

*User Analysis: |2 CPU/

RAW . Analyzer
-Dlsk Store: AOD

*FPrimary purpose: cahbratnons
Analysis l'SmaII subset of collaboration

iwill have access to full ESD.
Facility sLimited Access to RAVV Data.

O  Analysis Data Format

Derived Physics Dataset (DPD) after many discussions last year in the context of the
Analysis Forum will consist (for most analysis) of skimmed/slimmed/thinned AODs
plusrelevant blocks of computed quantities (such as invariant masses).
m| Produced at Tier-1s and Tier-2s
i Stored in the same format as ESD and AOD at Tier-3s
m| Therefore readable both from Athena and from ROOT
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Enable Physics Analysis by Spanish
ATLASUsers
O Tier-1ssend AOD datato Tier-2s

m  Continuous production of ATLAS

M C events

O Tier-2s produce simulated data and send
themto Tier-1s

m Tocontributeto ATLAS+LCG
Computing Common Tasks

m  Sustainable growth of infrastructure
according to the scheduled ATLAS
ramp-up and stable operation

T1/T2 Relationship
m FTS(File Transfer System) channels

areinstalled for these data for
production use

= All other datatransfersgo through
normal network routes

SWE Cloud:
Spain-Portugal

Tier-1: O In thismodel, a number of data management servicesare

Pl C-Barcdona |2nS:staIIed only at Tier-1sand act also on their “associated” Tier-
Tier-2: = VO Box, FTSchannel server, Local
UAM, IFAE & IFIC file catalogue (part of Distributed
LIP & Coimbra Data Management)

Alvaro Fernandez Casani, CGW2008 14-October-2008 7



Ramp-up of Tier-2 Resour ces (after LHC rescheduling)
numbers are cumulative
Evolution of ALL ATLAS T-2 resources according to the estimations made by

ATLAS CB (October 2006)
Ano 2006 2007 2008 2009 2010 2011 2012
CPU{KSIZk) | 925 233611 17494 51 2697276 |5154464 (6912842 |867122
Disk (TB) 289 1259 04 7744 37 1311204 1221323 3109145 |40050.92

Spanish ATLAS T-2 assuming a contribution of a 5% to the whole effort

Year 2006

2007

2008 2009 2010 2011 2012
CPUKSIZk) |46 117 875 1349 2577 3456 4336
Disk (TE) 14 63 387 656 1107 1555 2003
Strong increase of resourcesﬁr FAE JUAM | IFIC TOTAL
Present resources of the D
Spanish ATLAS T-2 (October'08)L—— /CPU (ksi2k) | 201 275 132 608
New acquisitionsin progress Disk (TB) 104 100 36 240

to get the pledged resour ces

Accounting values are normalized according to WLCG recommendations
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Spanish Distributed Tier2:
Monte Carlo production

2006 & 2007

Produccion de Datos Simulados (MC)

8e+05 T T
8 Gososf- -The production in T2-ESfollowsthe sametrend as
E ser0sf L CG/EGEE (good performance of the ESATLAST2)
§2e+05;
o -The ESATLAS-T2 average contribution tothetotal
g 2000 Data Production in LCG/EGEE was 2.8% in 2006-2007.
3 15000- Taking into account that 250 center ginstitutesare
512222: participating, 10 of them are Tier-1
I = T
g 2 3 8 & &2 3 8
2008

Johs Production efficiencies comparison : Tier2-EGEE
00— 71T T T T T I

- Since January-2008, ATLAShasmigrated to PANDA executor

e 1 =¥
b N TN\ /]
¥ \\W/ -The production efficiency has been positively affected; the average
V'

efficiency was 50% and now is 75%-80% @ T2-ES

|3Eg§§'ﬁs -T2-ES contribution to jobs production isbeing 1.6% up to now

Efficiency of Jobs Production ( % )
2

20||II||II||II
0O 1 2 3 4 5 6 7 88 9 10 11 12 13

Months ol year 2008
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Spanish Distributed Tier2:
Network and Data Transfer

 Itis provided by the Spanish NREN “ziz:
RedIRIS i 140.0 1
- (Aug’08) Connection at 10 Gbps to g TN frpis
University backbone 00 e, e (e

- 10 Gbps among RedIRIS POP in Valencia,

Madrid and Catalunya :
Data transfer between Spanish

» Atlas collaboration: et and Tier W akety =
- More than 9 PetaBytes (> 10 million of files)  [Htinbui ek

transferred in the last 6 months among
Tiers
- The ATLAS link requirement between Tier-
1 and Tier-2s has to be 50 MBytes/s (400

Mbps using gridftp between
T1->T2 (CCRC’'08)

Mbps) in a real data taken scenario. p o T T
Data transfer from CASTOR (IFIC) gaso.om SR T B L LR S S et
for a TICAL private production. 4 180.0 1 it bt ol
We reached 720 Mbps (plateau) 8 o n Limuli SRR ERVEE . SEBR RN
B 10 12 14 18 18 20 22 o 2 4 & § 10 12 14 16

In about 20 hours (4th March 08)
High rate is possible
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Spanish distributed Tier2:
Storage Element System

O Distributed Tier2: UAM(25%), IFAE(25%) and

IFIC(50%)
SE (Disk Storage)
IFIC Lustre+StoRM
|FAE dCache/disk+SRM posix
UAM dCache

O Inside our Tier2 two SE options are used. In case
that Storm/Lustre won’t work as expected we will

switch to dCache
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IFIC- Storage Network

Sun X4500 disk servers:
O 2 servers with 48x500Gb disks

~=36 Tb g
O (installing) Tier-2 infrastructure: ‘

9 servers with 48x500Gb disks >, 5o
_ N
~=216Tb N OO
O  (installing) Grid-CSIC TR NN 88@@
infrastructure: 5 servers with 5‘] aaet @@gg
48x1Tb disks ~= 200 Tb iy ~- sl COOO
o  Configuration: e dreocee
| RAID 5 (5x8 + 1x6). Usage LR (A e Fo- TR 3
ration 80% ) | 888% =
1 raid per disk controller | T OO0
Performance (Bonie++ tests) owrze |
o Write: 444,585 Kb/s
m| Read: 1,777,488 Kb/s i @@ OO
O  Network performance: a | g 88 @
4 Gb ports. OSS tested with channel ! A e ©

bonding configuration ocupies ~ bweweMeswes |SET /
link over 4 clients Lustre 0SS
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Storage Element system at IFIC-Valencia

nStoRM  EJSORIN

L

= Posix SRM v2 (server on Lustre) i
» Being used in our IFIC-Tier2. .
= Endpoint: i

srm://srmv2.ific.uv.es:8443:/srm/mana |
gerv2
O Lustre in production in our Tier2
» High performance file system
m Standard file system, easy to use
= Higher 1O capacity due to the cluster

Ethernet

file system
. CISCO Catalyst 4500
m Used in supercomputer centers
= Free version available

tuxdu0l

m Direct access from WN

GSEL0 (Sun X4500)

0ST0005 (ificfs)
0STO004 (fficfs)
0ST0003 (ificfs)
0ST0002 (ificfs)
0STO001 (fficfs)
0ST0000 (ificfs)

GSELL (Sun X4500)

0ST000b (ificfs)
05T000a (ificfs)
0570008 (ificfs)
OSTO008 (ificfs)

0ST0007 (ificfs)

OST0006 (ificfs)

= www.lustre.org https://twiki.ific.uv.es/twiki/bin/view/Atlas/LustreStoRM|
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http://www.lustre.org/

Lustre Tunifgg="

9500 evcnts : : ' :
trig] mlsall ~mc12.006602. Pythla Zbe"(}OO rccon AOD. vl"f'UUU(]UI I(]/l\,/LB AOD

me(s

=1400

d LULd]

Tests: I

RFIO without Castor 1000

= LUSTRE

800 —
\ lustre reading speed | -

600

éompdre to: -
Local:-6.4323 evt/s,-4.05 MB/s
RFIO: 6.9553 evt/s,) 4.38 MB/s
Lustre: 7:0611 evt/s/ 4.45 MB/s

400— ................... .................... ................... ................... ......

T

Time(g)

400[—

2200— ................... .................... ................ -_ ............. 6] .501 200

1 1 | | 1 [ | | | E | 1 L |
2000 T """""""""" """""""""" """""""""" """""""""" """ 00 2000 4000 6000 8000 10000
= Number of events

1800f bl

1600 ................... .................... ................... ................... .................... ................... .................... ................. Athena analysis 12.0.6

S I B B D B R B AOD's

4 MB/s CPU limited and
Athena

lllllll lllllllJlllllllll]JllllllllllllllllllllX’IO

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
LUSTRE_RA_BUFFER (Bytes)
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O O

Aplication: Atlas Distributed Analysis
using the Grid

Heterogeneous grid environment based on 3 grid infrastructures: OSG, EGEE,

Nordugrid

CCCC == /- NORDUGRID
Enabling Crids [ — —— e

: . - Grigd Solution for Wide Area
for E-sciencE Open Science Grid / Comauting and Data Hancing

Grids have different middleware, replica catalogs and tools to submit jobs.

Naive assumption: Grid ~large batch system

m  Provide complicated job configuration jdl file (Job Description Language)
Find suitable ATLAS (Athena) software, installed as distribution kits in the Grid

Locate the data on different storage elements
Job splitting, monitoring and book-keeping
Etc..

O — NEED FOR AUTOMATION AND INTEGRATION OF VARIOUS DIFFERENT

COMPONENTS
m We have for that Two Frontends: Panda & Ganga
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Aplication: Atlas Distributed Analysis using the Grid — *

Current Situation

Qﬁ(‘\()ﬁ
C.'Z) O

O A user-friendly job definition
and management tool

O  Allows simple switching
between testing on a local
batch system and large-scale
data processing on
distributed resources (Grid)

O  Developed in the context of
ATLAS and LHCb

Python framework

Support for development
work from UK
(PPARCG/GridPP),
Germany (D-Grid) and EU
(EGEE/ARDA)

O Od

NG o Gridi

Application j

What to run RYE

Vs

Backend

Where to run S

Job

Input Dataset

Data read by application

Output Dataset

[ %2}

plitter 4

Data written by application

Rule for dividing into subjobs

Merger

_ Rule for combining outputs

Ganga is based on a simple, but
flexible, job abstraction

A job is constructed from a set of
building blocks, not all required for

every job

Ganga offers three ways of user

Interaction:

m  Shell command line
m  Interactive IPython shell
m  Graphical User Interface
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Spanish Distributed Tier2:
User Support

A twiki web page has been provided in order to guide new users on how to do for using
thegrid and local ressourcesfor the atlas data analysis

https://twiki.ific.uv.estwiki/bin/view/Atlas/AtlasT ier 2

It is envisaging theintroduction of a Ticketing-System-like

AlasTier® < Atlag « T'l'l'il:ﬂ Magilla Fiiwfox
File Edit View Go Hooimadks Tools Help
Ga-up - B D P O wopstewikidic.wv. exwikibindviewAtas /Al Tieed Bal] 06w AdlasTier? < Atlas < TWikI - Megilla Firelex 1217
Ll Red Mat, inc, || Red Has Netwerk |1 Support (Shop | Prodocts | Training | Personal-Folder BJContol de Ciber L :
[EiComen  Ertrada: presensacion krak.,,| § de Calle del Profeser Enrique Tiema...| 14 AtlasTlerz < Atlas < Twiki | 3 [ P ik i . eswikibinview Atlas/Atas Tier2Geting_an_secou ) 3| © Go |,
——— T_l bwoek | 7Support |1Shop ) Products. | Training || Personal-Folder Rl Contsol de Ciber
dTWIkI ' | kT & de Calle del Profesor Envigue Trerma..| (4 AlasTies? < Atlas < TWiki o
Allas Edt WYSIWYG  Attach PDF £ S 7
You are hare: TWiki > - Aflas Wab > AllasTier2 o
Datasets and Distributed Data Managment (DDM).
o Allas Web =
¢ Create Mew Topic ATLAS IFIC Tier-2 # The place where physics groups requests ane collected is: ATLAS Computing
Index Comm SLiDNING Sample ovendew
0, Search * Introduction
¢ Changes * R ces and Accounting How to find a dataset on the Grid i
- Nollications + Docyr
- l‘l':" o e f:_lrjﬂ e AT the ATLAS Metadata Interlace, AM), is a flexible database application which allows ||
# Pralarances = 5 acocount al GOG (Grupo de Ordenndones para el GRID) you ta find a
= Gelting o Cartificabe i} Lsetu information ming can be found hara
‘Webs + How 18 ragiater la the ATLAS VO
Allas + Grid satup
B Cosmologia +« LCG setup at IFIC Ly Work Book DDM
- — s BT —' Following this [ink an ATLAS end-user should be able 1o successiully access and'or
- manipulate the data stored on the grid and understand the basic principles of DDM =
_D-mq ’ | vtk ific, ey, £ T.
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What 1s an ATLAS Tier3?

Summary of ATLAS Tier3 workshop in January 2008
(https:.//twiki.cer n.ch/twiki/bin/view/Atlas/Tier 3T askFor ce)

These have many forms. No single answer
Size
o  Very small ones (one professor and two students)
o Verylargeones(regional/national centers)
Connectivity and Accessto data

o ATie3nexttoaTierl/2looksdifferent than aTier3in the middle of
nowhere

Basically represent resources not for general ATLAS usage
Some fraction of T1/T2 resources
L ocal University clusters
Desktop/laptop machines
Tier-3task force provided recommended solutions (plural)

O  http://indico.cern.ch/getFile.py/access?contribld=30&sessionld=14&resId=0&m

aterialld=slides&confld=22132
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Tier3 I FIC prototype: user access
- Discussed in ATLAS Tier3 task force and currently taken:

(https:/twi ?

a) To 1nstall some User Interfaces and at least one CE dedicated to the

Tier3:

 Tohavethe ATLAS software (production releases & DDM

tools) installed automatically

 Theuser hastologin in the Ul’sand they can send jobsto the

Grid

» Itispossibleto ask for development releasesinstallation

 Inour case every Ul can see”Lustre’

local file system (Useful to read files).
b) SEVIEW developed for https access

c) The Ganga client is installed in AFS
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Tier3 |FIC prototype: (PC farm outside Grid)

Interactive analysis on DPD using ROOT-PROOF Proct lter
a) Outside the Grid . swrge
b ~20-30 nodes i = l!ll

111 torue

O 4 machines to install PROOF and make some tests
with Lustre:

- DELL PE1950 III 2 Quad-Core Xeon E5430 i
2.66GHz/2x6MB 1333FSb c

m 16 GB RAM (2GB per core; 8x2GB)
m 2 HD 146 GB (15000 rpm)

Master

lr '

Ioue-v
-
—
eraza
CuUlEU

liant — Lozal PC

0o  TESTS (Johannes Elmsheuser — munich):
- The Lustre filesystem shows a nearly equivalent

.
behaviour as the local storage. dCache performed in g 18 4Locale Daa £ gp Olustre ]
this test not as good as the others. g Of oo / < 80 £
m] dCache performance was not optimised, since many files E 1;@ i & 70-

were stored in the same pool node g L / ;% 3 3

m We could observe anearly linear speed up to 40 nodes. g o € 400 E

m As expected, the average total time for one analysis is z 6 / < 30~ 3
proportional to the number of users. g a4 20 E

E 2:5 Complex Analysns 5 —I o] [0 Warker Notes E
510 15 20 25 30 35 40 115 2 25 3 35 4
Number of Worker Notes Number of Users
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IFIC Valencia Analysis Facility =

eSS prototVDe at IFIC WN
T WN | » Tier-2

e B

Extra

WN Tier-2

N

Desktop/Laptop

dispatcher

.
/I\

L

.-' ) E

0

"-‘,-@ FiE
"-'--u.f"'

WN

Resour ces co pled to Tier2)

\

-Ways to submit our jobs to other grid sites
-Tools to transfer data

Workers

-Work with ATLAS software

-User disk space

-Use of final analysis tools (i.e. root)
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Spanish eScience Initiative

O

O IFIC provides its T2-T3

S e infrastructure for HEP. Additionally
& Ciencia more resources from GRID-CSIC to

the NGI.

IFIC Members 1n the Infrastructure
and Middleware panels

Study and support of aplications to
be ported and supported on this
elnfrastructure (1.e- Medical Physics
.HadronTherapy)

O See Talk by J. Marco on this
W conference
I ' NG initiative to be part of EGI
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Conclusions

O

eScience Infrastructure for Tier2 and Tier3 was presented

Distributed Tier-2 among 3 sites in Spain. October ’08:
m 608 KSI2000
m 240TB

O Tier-3 at IFIC configuration and software setup that matches the
requirements according to the DPD analysis needs as formulated
by the ATLAS analysis model group.

m  Some local resources, beyond Tier-1s and Tier-2s, are required to do
physics analysis in ATLAS.

O

O IFIC is active member of the Spanish eScience NGI. Commitee
members at middleware and infrastructure panels. Lessons
learned 1n high energy physics to be applied to new applications
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