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The Need for Job Monitoring

Large Hadron Collider (LHC) at CERN will start 2007

LHC will produce petabytes of data per year

Huge amount of computing power and storage needed to analyse data

Typical scenario:
A physicist will submit hundreds of jobs for a single analysis

And there are thousands of physicists ...
useful monitoring of jobs

identification of and recoverage from failures
o
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High Energy Physics Community Grid (HEPCG)

In September 2005 national German Grid
Initiative started

HEPCG is one of the community Grid projects
Create Grid tools for physicists
Workpackage 2: Monitoring

Job and Resource Usage Monitoring

Job Execution Monitoring and Expert System for Failure
Classification

Online Steering of HEP Grid Applications

(see Daniel Lorenz' talk in session C9)
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submitted

1. The Job Execution Monitor

Developed at
Bergische Universitat Wuppertal

LCG knows only 2 final states

p — scheduled

done (ok) v

running

dOﬂe (falled) What is going

on here ?

No information about failure cancelled
reasons !

cleared
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1. The Job Execution Monitor: Goals

Detect and identify failures

misconfigurations (middleware, firewall ...)
problems on worker node

hardware failures (network ...)

missing software

bugs in user application

Possibly repair failures --> expert system
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1. The Job Execution Monitor: How does it work?

Two components on the worker node:
1. Step-by-step execution of the job shell script

2. Monitoring of system resources to identify possible sources of
problems

—
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1. The Job Execution Monitor: Architecture

User Interface

job submit

JEM client

Resource Broker

Wrapper Client

Watchdog Client

A

A

Y

CE / worker node

job wrapper

RGMA-Registry
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1. The Job Execution Monitor: On the worker node

Job Execution Monitor

orig. script

> Script
- Parser
mod. script

Watchdogs Script Wrapper

modified
script

monitoring . analysis

result
of system +

resources command logging command

» Execution
BashlInvoke.py - Shell

result result

logging
information
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1. The Job Execution Monitor: Tests and Experiences

Jobs

Number

Success

failed

not started

seti @ home

distributed.net

testjobs

110

100

765

103

97

4

3

0

0

Jobs not started are lost

|dentified failure reasons

seti@home Server in Berkeley missing

misconfigured batch system (jobs killed)

successful jobs marked as failed
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2. Job and Resource Usage Monitoring: Goals

Developed at ZIH, Technische Universitat Dresden

Usercentric monitoring

Job and resource usage monitoring of the hundreds or thousands
of jobs of a user

Resource usage monitoring for resource providers
For daily usage

easy access and handling

only limited knowledge about monitoring is needed by the user
Support user with graphical representations of the information
Authentication, authorization and secure data transmission
Integrated into LCG / gLite environment
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2. Job and Resource Usage Monitoring: Architecture

Worker Node

Job Monitoring
X monitoring sensors

User Application
(Physics)

Worker Node

R-GMA

Job Monitoring A Portal Server
» monitoring sensors ||R-GMA_| Monitoring Box Consumer Web

= R-GMA i Service
User Application X Analysis :
Analysis son Gridsphere

Worker Node

Job Monitoring
X monitoring sensors

User Application
(Physics)
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2. Job and Resource Usage Monitoring:
Information Gathering and Storage

Information Gathering

currently uses existing LCG Job Monitor
user has to set an environment variable only
runs parallel to job on worker node and samples information

currently monitors CPU usage, memory usage, loads ...

will be extended for more information
e.g. I/O rates

Data are stored in R-GMA
Relational-Grid Monitoring Architecture
a kind of distributed relational database based on OGSA - Grid

Monitoring Architecture P —
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2. Job and Resource Usage Monitoring:
Information Retrieval and Analysis

R-GMA consumer reads monitoring data
Analyses data
Prepares data for visualization

Is a Web Service, that is called by the visualisation

—
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2. Job and Resource Usage Monitoring: Visualization

Get data from Analyzer Web Service via secure transmission
Authentification
Make nice and useful pictures !
histograms, time lines, pie charts ...
Allow Interactivity
a click into a graphic reveals more information, e.g. details
zooming
User Interface
browser based

integrated into GridSphere portal
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Summary and outlook

Job execution monitoring
detect and identify job failures
first version available

future work:
automatic identification and classification

Job and resource usage monitoring
collect and visualize monitoring data for hundreds of jobs of a user
first prototype by the end of October 06

future work:
Integrate authorization
collect more information
read other existing monitoring systems —
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